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Abstract

The development of the autonomous system in the world is growing rapidly, it is becoming

important to solve many problems. In case of human-machine interaction, machines such as

an autonomous car or a robot that works in human living environment need to know human’s

future motion for its moving trajectories. An autonomous system needs to know all possible

human behaviors to estimate the future motion of human. However, our technology is still

too far to remember all human behavior of movement which is unique by personality. Even

though, in order to advance these trajectories, a research needs to be performed as soon as the

technologies is growing itself.

Some of the previous works were using the Kinect RGB-D camera which has the depth

sensor that could be used to provide the pose of human body.

This research uses the RGB camera as the other option that we can rely on. Currently,

RGB-D camera is not widely available in many devices. We realize that the pose estimation

which has been obtained from the RGB camera is not as precise as RGB-D camera yet. It is

still reliable enough when we can optimize the data as an obstacle we need to get through.

We propose the system to obtain the human body motion prediction by using regular digital

RGB camera including a smartphone camera or even a surveillance camera. We set a goal to

predict 1 second ahead of the motion, and 30 fps videos have been prepared which include

simple motions such as hand gesture and walking movement.

We used OpenPose library from OpenCV to extract features of a human body pose in-

cluding 14 points. Since OpenPose estimation is not always precise as we expected and to

minimize the estimation error of the OpenPose we restricted the image area to perform hu-

man pose estimation using YOLOv3. We input distance and direction which are calculated

from the features by comparing two consecutive frames into Recurrent Neural Network Long

Short-Term Memory (RNN-LSTM) model and Kalman Filter. For the evaluation, we com-

pare the result by the distance from the prediction result to the ground truth which is the

position of the node after 1 second in the video and group the distance with value that are
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lower than 1.8% of the diagonal frame size, we called it the successful percentage of predic-

tion. As the results, Kalman Filter reached 93% in average, and RNN-LSTM reached 75%

in average on our dataset. While Kalman Filter reached 77% in average, and RNN-LSTM

reached 52% in average on CMU dataset. Mostly, Kalman Filter show better estimate accu-

racy than RNN-LSTM and based on the human motions, motion such as hand gesture and

moving to the right side are easier than more complex motion like hand gesture and moving

to the left side. We confirmed the validity of RGB-camera based method in the simple hu-

man motion case from the result, and we conclude that this is an important step to realize the

prediction of more complex human motion.
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Chapter 1

Introduction

Human pose estimation has been an interesting task to be be developed with many actual

application that can be done. Several researches applied the human pose estimation to de-

velop the augmented reality and computer game development. In this study, human pose

estimation is used to develop the human motion prediction with RGB camera. In this sec-

tion, the research’s background and objectives are explained. As well as the related works

with human motion prediction have been reviewed for the discussion about the relations and

differences point of interest between the current and the past works.

1.1 Research Background

People constantly interact with everything around them, such as human to human inter-

action as well as human to machine interaction. We have been dreaming about robots that

could coexist with humans, and now many people are competing to create the most reliable

autonomous machines such as auto-driving car and auto-moving industrial robot. However,

creating such a reliable autonomous machine is not an easy accomplishment, there are plenty

of problems to solve, such as preventing an auto-driving car collide with another car, or even

preventing it to run over a human being. If the auto-driving car cannot predict the human

movement, the problem persists. With this in mind, a system to predict human motion is

needed. On the other hand, human motion as the object is difficult to predict due to the

countless motion in human behaviors, as well as the differences of the individual behaviors.

In recent years, Recurrent Neural Network (RNN) has been used in many cases for pre-

diction including human motion prediction with high accuracy [1, 2, 3]. Since the human

behaviors are individually unique and varied, we need a long term prediction algorithm. Re-

current Neural Network - Long Short Term Memory (RNN-LSTM) provides the long term
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prediction and short term prediction based on its memory to save the values of behavior with

high accuracy [4, 5]. On the other hand, Kalman Filter that has been used in many fields of

researches and problems to estimate the movement and measurement with noise has shown

reliable results. Kalman Filter is an efficient recursive filter that estimates the internal state of

a linear dynamic system from a series of noisy measurements. Kalman Filter has also been

used in some applications such as short-term forecasting and the analysis of life lengths from

dose-response experiments [6].

Due to the countless of human behavior, predicting all of human motions are really hard

task. With the current technology, this work seems impossible to be done. However, in this

research we set the scope with only limited duration and motions that will be predicted. By

this limitation, we can conduct the human motion part by part. Even though we still are not

sure how many memory and GPU to process all of the motions. In this research, we perform

a research on Intel Xeon E5-2665 and Nvidia GeForce GTX 1080 8GB.

1.2 Related Works

Some researches develop their systems with data from the RGB-D camera since it has

depth parameter for human pose estimation [1, 7]. RGB-D camera such as Kinect camera

can estimate human body parts precisely. However, this type of camera does not available in

many places. Our main task of interest is human motion prediction with focusing on unstable

data obtained from human pose estimation by RGB camera. Even though, the obtained data

are not always give pose precisely of human body parts as shown in Fig. 1.1. These data give

us another problem to solve. In this research, we proposed a method to examine the unstable

data can be used for human motion prediction.

A research has been performed for human motion prediction with RGB camera [8]. They

focused on human motion forecasting of sports activity especially for safe martial arts such

as boxing, karate or taekwondo. As a result, they obtained 0.5 second of human motion

prediction by forecasting 15 frame step in a 30fps video. Nonetheless, they did not show the

accuracy of the prediction.

1.2.1 RGB-D camera based human motion prediction

RGB-D camera such as Kinect from Microsoft provides the precise human pose estimation

by computing the depth parameter which is obtained from the depth sensor in the camera. In

case of the human motion prediction, the data that will be processed is the pose of human,
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Fig.1.1: Estimation error in OpenPose

thus, kinect camera is an equitable option as the input. A research have been performed

for predicting the human motion [9] with RGB-D camera. Yujiao Cheng et al. [9] use the

recursive least square parameter adaptation algorithm (RLS-PAA) to predict the data which

are provided from the kinect camera dataset, CMU dataset, time invariant dataset, and time

varying dataset. All of the datasets are used with motion capture data. These dataset are

provided as the verification for the performance of the RLS-PPA. As the result, they obtained

the least Mean Squared Estimation Error (MSEE value) on every datasets by neural network

with recursive least square parameter adaptation algorithm (RLS-PAA) method.

1.2.2 RGB camera based human motion prediction

Yongyi Tang et al. [7] use the dataset from Human 3.6m dataset which is the largest human

motion dataset for 3D body pose analysis. In their research, they proposed a new method for

the prediction process. They verified their prediction method which is the modified highway

unit (MHU) by comparing with ERD [10], LSTM3LR [11], Res-GRU [1]. As the result,

mostly their method performed better than the other method. However, on some motion

such as walking, posting, and taking picture the prediction results have shown mostly fewer

accuracy than the other method.

Erwin Wu, et al. [8] performed a research with concern of real-time human motion forecast-

ing using RGB camera. Their research focused on sport activity such as Taekwondo. They

applied the real-time human motion forecasting with VR (Virtual Reality) head-mounted dis-
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play. They obtained 0.5 second prediction.

1.3 Research Objective

The work of human motion prediction is a challenging task since even a human itself cannot

do the same task when the development of technology is trying to reach it. This research is

conducted to solve the safety problem on autonomous system which its development covers

the living environment friendly machines. The main objective of this research are :

1. To study the method of human motion prediction with the comparison of deep learning

and statistical Kalman Filter.

2. To perform the more complex sample on usage of deep learning and Kalman Filter
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Chapter 2

Neural Network Techniques

Human pose estimation has been an interest issue to be be developed with many actual

application that can be done. Several researches applied the human pose estimation to develop

the augmented reality and game development. In this study, human pose estimation is used

to develop the human motion prediction with RGB camera. In chapter 2.2, related works

with human motion prediction have been reviewed for the discussion about the relations and

differences point of interest between the current and the past works.

2.1 Deep Neural Network

Deep neural network method has been used for many purposes to solve various problems

considering its performace and high adaptivity. Sreelekshmy Selvin [12] performed a re-

search to predict the stock price using LSTM, RNNs and CNN-sliding window model. They

compare these deep learning architectures one by one for the stock market dataset to see the

response by each model. As the results, they conclude CNN architecture is capable of iden-

tifying the changes in trends and CNN is identified as the best model for their methodology.

Even though, this research is not so close to our research which is predicting the sequence

data by behavior of the previous data. As an example for the similar subject of research,

Alex Graves [2] explained about RNN-LSTM for more detail in his paper. He implemented

RNN-LSTM in some problems that include text prediction, handwriting prediction, and hand-

writing systhesis.

Recurrent Neural Networks (RNNs) is one of the deep learning architecture that has been

widely used for generating sequence data such as text [13] and computer vision [8]. RNNs

can be trained for sequence generation by processing real data sequences one step at a time

and predicting what comes next [2]. Recurrent network in principle use their feedback con-
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nections to store representation of recent input events in form of activations (”short-term

memory”) [5]. However, RNNs has its limitation of memory. the standard RNN model is

unable to store the information for a long sequences. This limitation of RNNs can be referred

to an analogy of a short-term amnesia such as Alzheimer on human brain. For some problem,

with a few sequences of data RNNs will perform well, but when the data are accumulated

RNNs can only store a limited sequence of data and will forget the long past data. This prob-

lem makes RNNs is not suitable to solve the very complex problem like human motion. All

recurrent neural networks have the form of a chain of repeating modules of neural network. In

standard RNNs, this repeating module will have a very simple structure, such as a single tanh

layer for the activation function. As shown on Fig. 2.1, the repeating module in a standard

RNN contains a single layer.

Fig.2.1: RNN architecture

(a) RNN-LSTM architecture

(b) Legends

Fig.2.2: RNN-LSTM structure
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2.2 RNN - LSTM

The development of RNNs is solving the classic problem of the memory limitation. LSTM

(Long Short Term Memory) is an extended RNNs architecture that designed to be better

at storing and accessing than a standard RNNs. LSTM was introduced by Hochreiter &

Schmidhuber (1997) [5], and were refined and popularized by many people in following

work. As well as the standard RNN model, LSTMs also have this chain like structure of the

repeating module with 4 layers function in a sequence as shown in Fig. 3.4.

2.3 OpenPose

OpenPose represents the first real-time multi-person system to jointly detect human body,

hand, facial, and foot keypoints (in total 135 keypoints) on single images [14]. For the 2D

real-time multi-person keypoint detection, OpenPose provides 15 or 18 or 25 body/foot key-

points estimation based on the dataset keypoints. The input for OpenPose are image, video,

webcam, flir/point grey and IP camera. As the output, OpenPose generate the basic image

with keypoints display/saving on several format like PNG, JPG, and AVI and/or keypoints as

array class. The available keypoints from OpenPose by COCO output format consists nose,

neck, shoulders, elbows, wrists, hips, knees, ankles, eyes, and ears, and background. While

MPII output format consists head, neck, shoulders, elbows, wrists, hips, knees, ankles, chest,

and background [16].

2.4 YOLOv3

You only look once (YOLO) is an object detection system targeted for realtime processing.

Fast YOLO is the fastest general-purpose object detector in the literature and YOLO pushes

the state-of-the-art in real-time object detection. YOLO also generalizes well to new domains

making it ideal for applications that rely on fast, robust object detection [15].
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Chapter 3

Dataset

Several works have been done preparing the dataset that contain human motion. These

dataset explained in the following.

3.1 Our Dataset

For this research, we prepared 4 videos that contain simple motions such as hand gestures,

moving aside, and sitting motion. The video with the sitting motion has 13 seconds of dura-

tion and the video without sitting motion has 7 seconds of duration. This is the first step on

our research to realize the human motion prediction.

3.2 CMU Dataset

Carnegie Mellon University (CMU) dataset is a free dataset that contains human motion

from 2,605 trials in 6 categories and 23 subcategories with frame dimension of 352 × 240

pixels and frame rate of 30fps. These 6 categories cover human motion such as human in-

teractions, human interactions with environment, locomotive motions, physical activities &

sports, situation & scenarios, and test motions. Fig. 3.1 shows the some samples from CMU

dataset.

3.3 Human 3.6m Dataset

Human 3.6m, Human 3.6 is the current biggest dataset for human motion that contains 3.6

million 3D human poses and corresponding images. The dataset contains motion capture data

which is ready to use for the human motion prediction. It consists of 15 activities including
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(a) (b) (c)

Fig.3.1: Our dataset feature extraction process

(a) Camera arrangement (b) Sample

Fig.3.2: Human 3.6m dataset

periodic activities like “walking” and non-periodic activities such as “discussion” and

“taking photo”that were performed by seven different professional actors. Vicon motion

capture system recorded the human 3.6m dataset which provides high quality 3D body joint

locations in the global coordinate sampled at 50 frames per second (fps).

3.4 HMDB Dataset

HMDB dataset is a collected database from various sources, mostly from movies, and a

small proportion from public databases such as the Prelinger archive, YouTube and Google

videos. The dataset contains 6,849 clips divided into 51 action categories, each containing

a minimum of 101 clips. The dataset is categorized into 6 action categories which are gen-

eral facial actions, facial action with object manipulation, general body movements, body

movement with interaction, and body movement for human interaction.
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(a) Good quality (b) Medium quality

Fig.3.3: HMDB dataset

3.5 JHMDB1 Dataset

JHMDB1 dataset is the extention of HMDB dataset with the joint-annotated samples.

Fig.3.4: JHMDB dataset
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Chapter 4

Proposed Method

Fig. 4.1 shows a block diagram of the proposed method for human motion prediction sys-

tem in this research. The system receives inputs from the video samples, these videos will

later be processed to provide the feature of human body pose as a coordinate data divided by

human body parts. We set goal to predict 1 second ahead of the motion, and we prepared

30 fps videos which include simple motions such as hand gesture and walking movement.

Nodes are defined by human body parts which cover head, neck, shoulders, elbows, wrists,

hip, knees, and ankles.

Before we proceed to obtain the prediction, we need to convert the coordinate data into

the movement data which contains distance and direction. These movement data obtained

from the change of the coordinate from the frame Fi to the frame Fi+30 with Euclidean

formula. After the movement data has been obtained, we proceed to the processing method

that includes RNN-LSTM for the prediction.

4.1 Human Pose Feature Extraction

This section explains about the input for the system to collect the data from the features of

the human body pose. We proposed 3 methods to obtained the suitable data as we need it in

the processing to obtain the prediction results.

4.1.1 Human pose estimation

As the input of dataset have been prepared which is a video that contains a human feature

with some motions inside the frame. We need to extract the data of human body pose by parts

from the video. For this feature extraction we use OpenPose to obtain the pose estimation as
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Fig.4.1: Block diagram of the proposed method

a coordinate values x, y of each body part. OpenPose with COCO dataset keypoints obtains

the x and y coordinate value of 18 body points (nose, neck, left/right shoulders, left/right

elbows, left/right wrists, left/right hips, left/right knees, and left/right ankles,left/right eyes,

left/right ears).

Fig.4.2: OpenPose result on our dataset
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Fig.4.3: OpenPose result on CMU dataset : running

Fig.4.4: OpenPose result on CMU dataset : walking

4.1.2 Human recognition

Fig. 4.1 shows the failed estimation that is obtained from OpenPose. This kind of error

makes the data from OpenPose is not reliable to be used in the prediction process. Also, it

makes the sequence data even more varied with a sudden motion, thus, it effects the predic-

tion results. For this problem, we use YOLOv3 extracts human body bounding box crop the

frame which only contains the human feature inside. Fig. 4.5a and Fig. 4.6a show the feature

extraction process from implementation of YOLOv3, then the frame is processed in Open-

Pose as shown in Fig. 4.5b and Fig. 4.6b. After that we recombine the result from OpenPose

to the main frame with respect to the position and size of the cropped frame to the main frame

as shown in Fig. 4.5c and Fig. 4.6c.
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(a) Cropped area by
YOLOv3

(b) OpenPose pose esti-
mation

(c) Recombination to the main frame

Fig.4.5: Our dataset feature extraction process

(a) Cropped area by
YOLOv3

(b) OpenPose pose es-
timation

(c) Recombination to the main
frame

Fig.4.6: CMU dataset feature extraction process

4.1.3 Data preprocessing

The obtained coordinate data x, y from the previous process are containing the absolute

coordinate value in the processed image (i.e. [438.2608695652174, 176.08695652173913]).

This type of data will give another burden to RNN-LSTM to memorize all of the specific

number. As well as we need to prepare the timestep as the goal we demand to be obtained is

1 second in a video with 30 fps (frame per second) property. It means the timestep should be

30 frame consecutively in a form of sequence data as shown in Fig. 1.1.

Fig.4.7: Sequence data with change of 30 frame

Next, we compare these 2 sequence data in order to obtain the distance d and direction θ
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data by :

di =
√

(xi − xi−fs)2 + (yi − yi−fs)2 (4.1)

θi = arcsin(yi − yi−fs/di) (4.2)

where fs is the frame step which has a constant value of 30 since the proposed method

estimate the one second ahead motion and the input video has 30 fps property. From this

process, we obtained the sequence data which contains distance d and direction θ. This type

of data is also suitable for the next method.

4.2 Kalman Filter

Kalman Filter has two steps. The first step is predicting which it makes a first guess about

what we think is true (an estimate) and how certain we are that is true (uncertainty). Next,

Kalman Filter makes a new guess by using a weighted average. More certain numbers are

more important in this weighted average. After doing these two steps, we use the new guess

to start these steps again. In Kalman Filter, we have two important function to predict the

sequence data. At i-th frame, the proposed method predicts the distance di and direction θi

by using Eq. 4.3 and Eq. 4.4, respectively :

di = di−1 +

(
(σi · di−1 + σc · δi)

σi · σc

)
(4.3)

θi = θi−1 +

(
(σi · θi−1 + σc · δi)

σi · σc

)
(4.4)

where di and θi respectively represent distance value and direction value on frame i-th, σi is

the initial cost at first and an updated value of the di, σc represents the contant value of noise,

δi represents the measurement data which produced by the feature extraction method.

4.3 RNN-LSTM

LSTM is an extended version of RNN which has the extended memory to memorize not

only the short term of the sequence data, but further long term of the sequence data. LSTM

networks were discovered by Hochreiter and Schmidhuber in 1997 [5]. LSTM works even

given long delays between significant events and can handle signals that mix low and high

frequency components. The Kalman Filter based pose estimation may fail when the hu-

man moves suddenly. This study proposes the RNN-LSTM based human motion estimation
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Fig.4.8: Neural network model

method. In this research, the input will be 14 nodes of human body parts and we use three

stacked hidden layers for the learning model in RNN-LSTM. Fig. 4.8 shows the illustration

of proposed neural networks model for RNN-LSTM. The last output will be 14 nodes as well

as the input. Some other related researches [1, 7, 8] used three stacked layer RNN-LSTM as

well.

We used the Mean Squared Error (MSE) that is defined by the following equation to esti-

mate the loss value in the training of RNN-LSTM.

MSE =
1

n

n∑
i=1

(x̂− xi)
2 (4.5)

to estimate the loss value in the training process.

Head Head 

Neck Neck 

sho~\~ 翌 shRi!tiout lder 

eRlboight w 零し
Riwn~st t wnRigst ht 

shouLldeeft r 
Left 
shoulder 

Left Left 
elbow elbow 

Left Left 
wrist wrist 

Ri腐 認ht

認: 認:
謀： 醤心
Left Left 
hip hip 

Left Left 
knee knee 
Left Left 
ankle ankle 

Input Output 



17

Chapter 5

Experimental Evaluation

This section explains about how do we perform the proposed method for this research, and

evaluate it to measure the performance of the proposed method.

5.1 Dataset

As the input for the conducted system in this research, the dataset must be fit with the theme

of this research. Since this study is about human motion prediction by RGB camera, we need

to prepare the video samples which contain the feature of human with full body inside the

frame, the sample human generate the typical motions of the human. We prepared 2 sample

videos as shown in Fig. 5.1 which contains the simple motions such as hand gesture, moving

aside, hand gesture + moving aside, and sitting motion. However, not only the dataset from

us, there are many open dataset that contains human motion. Carnegie Mellon University

(CMU) provides the open dataset for human motion with 2,605 trials on frame dimension of

352 × 240.

(a) Sample 1 (b) Sample 2 (c) Sample 3

Fig.5.1: Samples from our dataset which contains simple human motions such as hand ges-

ture, moving aside, and sitting motion.
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(a) Running straight (b) Running straight turn right (c) Walking stealthily

Fig.5.2: Sample from CMU dataset which contains more complex human motion such as

running straight, running straight then turning right, and walking stealthily.

5.2 Training for prediction

From the previous chapter, the proposed method for this research has been explained. We

are using two method for the sequence data prediction. The first one is RNN-LSTM and

the second one is Kalman Filter. The input of the network are the sequence data of human

body parts which includes 14 nodes obtained by feature extraction. We set the RNN-LSTM

with 3 stacked hidden layers to optimized the prediction. Then as well as the input, output

of the RNN-LSTM will have the same sequence data structure of 14 nodes which contains

movement data array distance di and θi. As detail of RNN-LSTM, we set the model with

5000 epochs, the batch size was 128, and framestep was 30 frames.

For the prediction by Kalman Filter, the sequence data are compiled node by node. We ap-

plied the algorithm to predict the current position by calculating the previous node as describe

in Chapter 3.2.

5.3 Evaluation

As the comparison of the prediction result that have been done by RNN-LSTM and Kalman

Filter. We evaluate the distance from ground truth coordinate to the prediction coordinate.

The ground truth coordinate is the actual coordinate that is obtained from the feature ex-

traction in the i + 30 th frame fi+30. While the prediction coordinate is the position of the

node that are obtained from the prediction method and converted to coordinate data by the

following equation.

xp = xi + (sin(θi)× di) (5.1)

yp = yi + (cos(θi)× di) (5.2)
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where xp represents the predicted coordinate x, and yp represents the predicted coordinate y,

xi represents the current coordinate x, as well as yi represents the current coordinatex, θi is

the direction value on i−th from the prediction result, and di is the distance value on i−th

from the prediction result.

Then, the prediction coordinates by nodes were ready to be shown in the video. We cal-

culate the prediction evaluation distance to know how far is the prediction result by nodes to

the ground truth by the following equation.

E =
√

(xi+fs − xp)2 + (yi+fs − yp)2 (5.3)

where E represents the evaluation distance, fs is the framestep which is defined as a contant

value of 30 in this research.

We calculate the frequency of the prediction results that the distance are less than the lim-

ited value which is 1.8% of the diagonal frame size of the video. This limitation value of

evaluation is also used for CMU dataset to calculate the frequency of the good result based

on the distance.

5.4 Results and Discussion

In this chapter, we show the result of the prediction as well as its evaluation results to

evaluate the performance of our proposed method. We separate the result and its evaluation

by the dataset to compare RNN-LSTM prediciton result and Kalman Filter prediction result.

5.4.1 Prediction result using RNN-LSTM

Our dataset - Experiment sample 1

Fig. 5.3, Fig. 5.4, and Fig. 5.5 show the implementation process in the video from the pro-

posed method. As shown in Fig. 5.5, the red points are the current position of the node, while

the blue points are the node. For the experiment sample 1 we input the node one by one to

the model, and compile it by each nodes. One node will be processed by one learning pro-

cess. With this architecture, RNN-LSTM could store more memory for the learning process.

However, It does not consider the related nodes each other. So, the results stand by itself

independently.

Fig. 5.6 shows the percentage of succesful results based on the distance value that are lower

than 1.8% of the diagonal frame size of the video which is 20 pixels in our dataset. The results

are mostly satisfied enough accuracy with around 80% of the results are close to the ground
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(a) Hand gesture motion (b) Walk forward motion (c) Sitting motion

Fig.5.3: Our dataset : sample 1

(a) Hand gesture motion (b) Walk forward motion (c) Sitting motion

Fig.5.4: Feature Extraction from our dataset : sample 1

truth. However, the elbow and wrist nodes are not as satisfiable as the other nodes. Based

on the motions in the video, elbows and wrists move more than other nodes. The prediction

result on elbow and wrist nodes only obtained around 30% to 50% which means most of the

prediction data are away from the ground truth.

Our dataset - Experiment sample 2

Fig. 5.7, Fig. 5.8, and Fig. 5.9 show the implementation process in the video from the

proposed method with comparison of Kalman Filter on Fig. 5.7, Fig. 5.8, and Fig. 5.9. While

Fig. 5.9c shows no blue points, because of the RNN-LSTM could not predict since it has its

limitation on memorizing all of the sequence data by the hardware. From this experiment, we

evaluate the result by percentage of the evaluation distance value that is lower than 1.8% of

the diagonal frame size, mean, median and standard deviation value. As shown in Fig. 5.10,

RNN-LSTM prediction results are varied, 47% of the result were succesful based on the

民
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(a) Hand gesture motion (b) Walk forward motion (c) Sitting motion

Fig.5.5: Prediction Result from our dataset : sample 1

Fig.5.6: Percentage of the evaluation distance obtained from RNN-LSTM prediction result

by each node lower than 1.8% of the diagonal frame size.

percentage of the evaluation distance value that is lower than 1.8% of the diagonal frame

size. While, the average of the prediction result are varied from 23 pixels to 59 pixels away

from the ground truth. We can see the variation of the prediction result on the median value,

nose shows most of the data are close to the ground truth with median value 0.0058 pixel, the

same goes to neck, right shoulder, right knee, left hip, left ankle, right eye, left eye, and left

ear with the max median value is 4.66 pixels. However, the other nodes show different results

range from 22.97 pixels to 49.5 pixels. Standard deviation shows the correlation between the

value in the evaluation distance while the range of the value are from 31 to 50 which means

the evaluation distances do not correlate a lot each other. The detail can be seen on Table 5.1
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(a) Hand gesture (b) Move to the right (c) Hand gesture + move to the right

Fig.5.7: Our dataset : sample 2

(a) Hand gesture (b) Move to the right (c) Hand gesture + move to the right

Fig.5.8: Feature Extraction from our dataset : sample 2

CMU dataset

Fig. 5.11 and Fig. 5.12 show the prediction result on video respectively. The red points

are the current positions and the blue points are the prediction positions. Fig. 5.13 shows the

percentage of the succesful prediction on CMU dataset : walking stealthily and running.

Based on its evaluation, most of the nodes obtained 40% of the succesful predictions.

However, for the node of right shoulder, right eye, left eye, right ear, left ear obtained around

or less than 20% of the prediction were succesful. These motions from CMU dataset are

basically more complex than our dataset.
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(a) Hand gesture (b) Move to the right
(c) Hand gesture + move to the right

Fig.5.9: Prediction result by RNN-LSTM on our dataset : sample 2

Fig.5.10: Evaluation of predicted results obtained from RNN-LSTM prediction result by each

node based on the percentage of the value lower than 1.8% of the diagonal frame size, mean,

median, and the standard deviation.
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Table.5.1: Evaluation of predicted results obtained from RNN-LSTM prediction result by

each node based on the percentage of the value lower than 1.8% of the diagonal frame size,

mean, median, and the standard deviation.

Nodes Percentage(%) Mean(pixel) Median(pixel) Std.(value)

Nose 54.658 27.422 0.006 38.645

Neck 50.310 26.829 1.229 33.466

Right Shoulder 52.174 27.280 1.056 35.258

Right Elbow 26.087 44.742 47.855 36.673

Right Wrist 31.677 53.380 47.984 49.533

Left Shoulder 45.342 27.209 26.286 32.137

Left Elbow 35.400 40.939 28.515 37.196

Left Wrist 21.739 59.234 49.494 49.279

Right Hip 47.826 28.134 26.975 31.097

Right Knee 52.174 34.087 4.659 41.118

Right Ankle 43.478 39.434 28.523 42.680

Left Hip 55.279 28.185 1.279 35.841

Left Knee 47.205 33.769 22.970 43.252

Left Ankle 74.534 23.498 0.225 46.187

Right Eye 55.279 26.921 0.914 34.032

Left Eye 55.279 26.211 1.080 33.229

Right Ear 43.478 29.087 27.650 34.591

Left Ear 55.900 25.662 0.004 36.051

(a) (b) (c)

Fig.5.11: Prediction result by RNN-LSTM on CMU dataset : walking steathily
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(a) (b) (c)

Fig.5.12: Prediction result by RNN-LSTM on CMU dataset : running

Fig.5.13: Evaluation of predicted results obtained from RNN-LSTM prediction result by each

node and motions based succesful percentage.
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Fig.5.15: Evaluation of predicted results obtained from Kalman Filter prediction result by

each node and motions based on the percentage of the value lower than 1.8%.

CMU dataset

Fig. 5.17 shows the prediction result that is done by Kalman Filter. While Fig. 5.18 shows

the evaluation based on the percentage of the succesful prediction. Most of the nodes obtained

around 70% to 80% of the prediction were succesful. Even though, similar to the result

of RNN-LSTM on our dataset sample 1, elbows and wrists show lower percentage of the

prediction than the other nodes. More detail about the result, Fig. 5.19 shows the statistical

evaluation by mean, median and standard deviation value. On average, the prediction results

are around 5 pixels away to the ground truth and median value with 3.8 pixels. Standard

deviation value with 30 shows that the prediction result are far correlated to each other.
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Fig.5.16: Evaluation of predicted results obtained from Kalman Filter prediction result by

each node and motions based on mean, median, and standard deviation value.

(a) (b) (c)

Fig.5.17: Prediction result by RNN-LSTM on CMU dataset : running
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Fig.5.18: Evaluation of predicted results obtained from Kalman Filter prediction result by

each node and motions based on succesful percentage.

Fig.5.19: Evaluation of predicted results obtained from Kalman Filter prediction result by

each node and motions based on mean, median, and standard deviation value.
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Chapter 6

Summary

This chapter explain about this research conclusion from all experiment and the future

works for the future development.

6.1 Conclusion

Based on the result of all experiment, we have proposed the human movement prediction

with RNN-LSTM and Kalman Filter based on RGB camera for the motion prediction of one

second ahead. We used samples of video that cover hand gesture motion, sideways moving,

sitting motion, walking, running. As the results, Kalman Filter reached 93% in average, and

RNN-LSTM reached 75% in average on our dataset. While Kalman Filter reached 77% in

average, and RNN-LSTM reached 52% in average on CMU dataset. Mostly, Kalman Filter

show better accuracy then RNN-LSTM and based on the human motions, motion such as

hand gesture and moving to the right side are easier than more complex motion like hand

gesture and moving to the left side. Even though, The result showed most of the predictions

are close to the correct position that is a prediction for one second of human movement. We

confirmed the validity of the RGB based method with the unstable data in the simple human

motion case from the result, and we conclude that this is an important step to realize the

prediction of more complex human motion.

6.2 Future works

For the future development, we need to realize the combination of RNN-LSTM and

Kalman Filter for the human motion prediction. For the comparison of our method, we

should compare with another research performance with the same focus on human motion
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prediction. More experiment is needed for this research to advance the more complex

motion.
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Appendix A

A.1 Program file location

All of this research’s program locate in the following directory in the human interface

laboratory’s server.

1. /net/xserve0/users/andi/

A.2 Thesis defense presentation

Thesis defense was presented by the following presentation :

(a) (b)

(c) (d)
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Oocdataset 

CMUda口"'

● c,,,entstate 
● P,ed,ct,onstate 

RNN-15TM p,ed;ct;oo ,es,lt ぬlmaof;lte, p,ed;ct;oo'""" 

RNN~l5TM p,ed;ct;,a ,es,lt ぬlmaornte, p,ed;ct;oa'""" 
u 

Evaluation 
Res,lts I 

M<U叫 一II ""'""『ulP1Hl~L皿1 償I Emlr-1r--... (pi,lel) (pi,lel) 

Ooc 75.4士24.9 33.4士9.9 17.6土18.0

RNN・LSTM 

CMU 52.3士18.7 32.4士11.4 7.201土5.4

Doc 93.2'5.6 7.7'2.3 5.6'1.2 

Kalmaofllt• 『

CMU 77.1士6.0 5.2士.. 3.8士0.8

13 14 

Conclusions I 
1. lo ave,age based oo the e,peclmeots, the mcessfol p,edlctloos by 

pmposed method 
• Oo,dataset, 
o RNN-LSTM , 7S.4% 

o Kalmao Flltec, 93.2% 

• CMU dataset, 
o RNN-LSTM , S2.3% 

o Kalmao Flltec.77.1% 
2. CMU datasetcootalos mo,e ,omple, motloosthao oo,dataset 

3. Mostly, Kalmao Flltmhowed bettec函 ,Itsthao RNN-LSTM. 

4. Kalmao filtec calrnlate the p,edlctloo based oo the statistical ,ompotatloo 

which meaos the looge, the pmms to obtalo the measo,emeot data, 

mo,e time will be coosome to p,edlct the seq,eocedata. 

5. RNN-LSTM函 Itsmemo"{ to memo,l,e the seq,eoce data, the呻 Itime 
p,edlctloo cao be obtaloed by Its memo,y. 
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