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ABSTRACT 

In rotating machinery, the rolling element bearing is one of the most widely used 

pieces of mechanical equipment, and meanwhile is also very easily destroyed. Over 40% 

faults of induction machines are caused by bearing component faults. Therefore, Fault 

Detection and Diagnosis (FDD) of potential bearing faults are very important and 

necessary when it comes to reliable operation of a given system. When fault occurs, 

such as fatigue, flake crack, and so on, since rolling element bearing is in a periodical 

rotating working model, in each rotation the excitation appears to be periodicity. So 

when a bearing is destroyed, the signal we measured, especially the vibration signal, 

generally causes strong periodicity in signal. However, due to the complex working 

environment of bearing, the low signal-to-noise ratio (SNR) of vibration signals causes 

difficulties in fault diagnosis.  

To dynamically track bearing failure degradation，a generative fault diagnosis 

model based on state-space principal component tracking filtering (SPCTF) is proposed. 

The proposed method can dynamically track the bearing fault status and detect bearing 

faults in real time. Experiments on bearing data of three different speeds (500RPM, 

1000RPM, and 1500RPM) and three fault states (inner race fault, outer race fault and 

roller fault) show the effectiveness of the proposed method. For the weak features of 

low-speed rolling bearing fault characteristics, an improved Teager energy operator 

(ITEO) is proposed. ITEO overcomes the shortcomings of sensitive to noise and 

vibration interference of the traditional Teager energy operator (TEO), through the 

method of amplifying the shock energy of the vibration signal, the fault features of the 

low-speed bearing are extracted. Then, an intelligent diagnosis model of low-speed 

bearings based on ITEO-AE is proposed, which can realize the fault diagnosis of low-

speed bearings. The effectiveness of the proposed method is proved by the diagnostic 

experiments of bearing vibration signals for two different speeds (70RPM and 100RPM) 

and three fault states (inner race fault, outer race fault and roller fault). In order to 

prevent major accidents, early diagnosis of bearing faults is crucial. Therefore, the early 
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fault diagnosis model of rolling bearing based on CRBM-PCA is proposed，which can 

adaptively extract the early faults of rolling bearings, excellent for diagnosing faulty 

bearings with small dimensions. In order to more realistically simulate the early failure 

of bearings, three different sizes of faulty bearings (0.6W*0.3D, 1.2W*0.3D and 

2.0W*0.3D) were used in the experiments. 

The major contributions of this thesis are a variety of rolling bearing fault diagnosis 

methods for different speeds and different fault periods are proposed. All of proposed 

methods proposed in this thesis have been verified during the experiments, under 

different kinds of fault rolling bearings. 
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1. Introduction 

1.1 Background and significance 

As one of the most important components in industrial equipment, rotating 

machinery is widely used in all walks of life. Large-scale rotating machinery such as 

fans, compressors, steam turbines and other equipment are key production tools in 

modern important production sectors such as petroleum, chemical, electric power, and 

aerospace. Real-time online monitoring and fault diagnosis of these equipment is 

ground foundation to ensure the healthy and stable operation of industrial systems. At 

the end of the 20th century, Japanese scholar Toyotaraifuru introduced the fault 

diagnosis technology of rotating machinery to Japan from the West, and then the 

intelligent fault diagnosis technology of rotating machinery was gradually promoted in 

Asia. Different from the traditional regular and planned maintenance, the intelligent 

rotating machinery fault diagnosis technology is to determine the fault location, cause 

and severity according to the operating status of the equipment under the condition of 

ensuring the normal operation of the equipment (without shutting down or 

disassembling the machine). Techniques for predicting the condition and reliability of 

equipment and proposing solutions. This technology can effectively avoid the waste of 

manpower and material resources caused by the blindness and uncertainty of traditional 

regular maintenance methods. And can reduce equipment downtime caused by sudden 

failure, improve production efficiency and safety. 

The failure of rotating machinery is often accompanied by abnormal vibration and 

noise. The vibration signal can reflect the equipment fault information well [1-3]. The 

fault diagnosis technology of rotating machinery based on the analysis of vibration 

signal is a hot research topic at abroad in recent years. The main process of rotating 

machinery fault diagnosis based on vibration signal analysis is as follows: collect 

equipment vibration signals through sensors; preprocess the vibration signals to remove 

interference components in the signals, and obtain effective vibration signals containing 

fault information; Processing and extracting fault feature information; According to the 

extracted fault features, determine the fault type and analyze the cause of the fault, 

monitor and diagnose the rotating machinery online in real time, greatly reduce the loss 

caused by downtime maintenance and improve equipment safety and production 

efficiency [4-7]. Due to the harsh working environment of rolling bearings and the 

unavoidable interference of other components during operation, the measured vibration 
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signals often have the characteristics of non-stationarity and low signal-to-noise ratio. 

Therefore, the key to realize the fault diagnosis of rolling bearing is how to accurately 

extract more fault information from the strong background noise [8-10]. 

1.2 Purpose and content of this research 

This research aiming at the non-stationary and nonlinear characteristics of the fault 

vibration signal of rolling bearings, intelligent analysis methods are used to remove the 

noise interference in the signal, such as: state tracking filtering, improved Teagear 

energy operator, principal element feature analysis, etc., to extract the bearing from the 

strong background noise [11-15]. At the same time, using neural network deep learning 

methods such as intelligent auto-encoding and class restricted Boltzmann machine, 

combined with rolling bearing fault mechanism and vibration signal characteristics, in-

depth research on rolling bearing fault feature extraction and early fault diagnosis 

methods, in order to improve equipment work efficiency and service life. According to 

the different state characteristics of high-speed operation, low-speed operation and 

early fault bearings, the corresponding fault feature identification scheme is studied. 

All of proposed methods proposed in this thesis have been verified during the 

experiments, under different kinds of fault rolling bearings. Finally, we are committed 

to extending the intelligent diagnosis scheme proposed in this study to practical 

industrial applications. 

1.3 Literature review 

The fault in rolling bearing (one of the essential components in industrial 

equipment) results in equipment damage, industrial shutdowns, extensive property 

losses and even casualties. An urgent need exists for an effective monitoring system to 

ensure equipment’s high-precision and stable operation [16], [17]. Vibration signal 

analysis has been widely used in the fault detection of rolling bearing. However, due to 

the complex working environment of bearing, the low signal-to-noise ratio (SNR) of 

vibration signals causes difficulties in fault diagnosis. 

1.3.1 The review of bearings fault feature extraction 

Effective fault feature extraction methods can overcome the problem of high SNR 

in bearing signal, and numerous fault feature extraction methods have been proposed 

in recent years [18], including signal decomposition, signal enhancement and signal 

filtering. 

The signal decomposition method, including wavelet analysis [19], [20], empirical 
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mode decomposition (EMD) [21]–[24], and variational mode decomposition (VMD) 

[25]–[27], decomposes and reconstructs the signal to reduce the influence of noise and 

then extracts the fault features according to the mathematical theory [28]. However, 

there are still some limitations within these methods: (I) Wavelet analysis is not precise 

when applied to high-frequency decomposition; (II)The edge phenomenon and mode 

mixing are inevitable in EMD; (III) It is difficult to determine the number of modes in 

VMD; and (IV) Those methods undermine the fault characteristics information to a 

certain extent when removing the noise. The stochastic resonance method can enhance 

gains of periodic fault feature signals with noise energy to extract the fault characteristic 

frequency. However, it is difficult for the stochastic resonance method to filter low-

frequency interference [29–31] effectively. Furthermore, the structural parameters of 

the resonance system also have a significant influence on fault diagnosis results. Signal 

filtering methods include high pass filtering, adaptive filtering [32], [33], fractional 

filtering [34], and Kalman filtering [35], which extract the effective frequency band by 

analyzing the spectrum signals and performing a fault diagnosis. Liao [33] and Long 

[34] demonstrated the outperformance of the signal filtering method in bearing fault 

diagnosis through comparison with band-pass filtering and wavelet decomposition. 

However, it depends on the prior knowledge of bearing fault and is not conducive to 

practical industrial application. 

1.3.2 The review of low-speed bearings fault feature extraction 

In order to effectively extract the fault characteristic information of rolling 

bearings running at low speed and meet the requirements of real-time monitoring and 

fault diagnosis of working conditions to the greatest extent, many signal modulation 

methods based on spectrum analysis are widely used, including amplitude spectrum, 

cepstrum, power spectrum, refinement Pu, Hilbert demodulation and energy operators, 

etc. Due to the characteristics of non-stationarity, impact and modulation of bearing 

fault signal, the demodulation technology Hilbert Transform (HT) and Teager Energy 

Operator (TEO) technology are more favored by scholars. Compared with HT, TEO is 

used to analyze and track the energy of narrowband signals, and has the advantages of 

high demodulation accuracy and fast response speed. The demodulation of a 

combination of AM and FM signals is of great significance for the comparative analysis 

of different types of signals.。 

According to the TEO theory, TEO has the ability to denoising and enhance the 

fault signal. TEO is a nonlinear difference operator, it estimates the total energy of the 
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signal through transient signal and signal differential. Liu Hongxing [36] summarized 

the demodulation principle of the TEO method and the comparison experiment verify 

it is better than Hilbert transform for mechanical signal demodulation. Tao jie [37] 

proposed bearing fault diagnosis method based on TEO and deep belief network, they 

perform the TEO to calculate the transient amplitudes and extract the transient energies 

of the vibration signal. TEO can enhance the transient features of the vibration signal, 

effectively detects shock components. Which has been widely applied in the fields of 

fault diagnosis to demodulate signal and extract the fault feature. 

1.3.3 The review of early fault diagnosis techniques 

Rotating machinery is the most commonly used type of machine in modern 

industry, civilian and military applications, such as compressors, steam turbines, 

automobiles, industrial fans, and aircraft engines [38]. Due to the high service load, 

harsh operating conditions or inevitable fatigue, faults may develop in rotating 

machinery [39-41]. If the fault cannot be diagnosed in a timely way, it may cause a 

shutdown of the whole system and even catastrophic failure. Therefore, it is significant 

to detect faults early and assess the fault level as early as possible to avoid catastrophic 

accidents and ensure the safe operation of the machinery [42-45]. Many researchers are 

committed to developing early fault diagnosis (EFD) techniques to monitor the health 

conditions of rotating machinery. At present, many EFD techniques have been 

successfully applied in the modern industries, such as the vibration-based EFD method, 

current-based EFD method, acoustic emission-based EFD method, sound-based EFD 

method, torque-based EFD method, and rotating encoder-based EFD method, etc. 

Among these sensor signals, vibration-based diagnostic method is the most commonly 

researched one because vibration signals can directly represent the dynamic behavior 

of rotating machinery. However, the early fault signal is often too low due to the fact 

that small localized damage may generate small periodical impulses. Meanwhile, the 

measured vibration signals at the early stage are interfered by strong noises [46-50]. 

To diagnose early faults as soon as possible, the feature extraction of vibration 

signals is very important in real engineering applications. Recently, the advanced signal 

processing-based weak feature extraction method has been becoming a hot research 

topic [51-53]. However, the measured vibration signals of rotating machinery often 

present nonlinear and non-stationary characteristics. Moreover, the vibration signals 

contain strong background noises during the early fault stage, making it difficult to 

extract fault information. In order to effectively analyze the non-stationary vibration 
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signals, massive research efforts have been made in last two decades to develop various 

signal processing technologies, including wavelet transformation (WT), empirical 

mode decomposition (EMD), ensemble empirical mode decomposition (EEMD), local 

mean decomposition (LMD), empirical wavelet transform (EWT), variational mode 

decomposition (VMD), stochastic resonance, sparse decomposition, etc. In addition, 

artificial intelligence-based methods are also attracting increasing attention. 

1.4 Innovation and contribution of this thesis 

In this thesis, a variety of bearing fault feature extraction and diagnosis methods 

have been proposed. These proposed algorithms and theories have been verified by 

various simulation experiments and case studies. The contributions of this article are 

described as follows. 

1) The proposed method has better real-time and dynamics than the traditional 

filter methods when it innovatively adopts the switch Kalman filter to track optimal 

estimated state matrix consistent with more effective fault information in the process of 

model updating. Moreover, it effectively reduces the treated signal's dependence (with 

various filter methods) that has delay time compared with the proposed method. 

2) The proposed method has a novel mechanism compared with the traditional 

filtering method, which directly removes unrelated fault information useful for the 

diagnosis. The reason for this contribution is that the SKF that established multiple 

filter models better describes the dynamic process of the system, preserving rich and 

valuable information in the optimal estimated state matrix.  

3) Moreover, the proposed method has an outstanding anti-interference ability for 

time-series signals since the optimal estimated state matrix is calculated with the 

optimal estimates and observations during the model update process based on SKF. 

Therefore, a feature tracking matrix generated with the principal component analysis is 

extracted from the optimal estimated state matrix in real-time and dynamically, which 

has high SNR due to the excellent denoising ability of the proposed method. 

4) It is essential to consider the influence of the computational burden in the 

optimal estimated state matrix, a high-dimensional matrix for the actual fault diagnosis. 

The reason is that the dynamic model based on SKF multiplies the amount of data, an 

advantage (multiple filter models) of the SKF. Therefore, the reduced-order method 

based on principal components analysis is utilized to extract the effective fault feature 

from the redundant information for generating a feature tracking matrix, which can 
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effectively reduce data dimensions and improve the computing efficiency of SPCTF. 

5). Generalization is an important indicator of the diagnosis when changing the 

working condition. Therefore, the proposed method is applied to other different speeds 

at 500, 1000 and 1500 rpm. The result showed the effectiveness and strong 

generalization across various conditions, especially in 500rpm (low speed). Moreover, 

the comparative experiment with envelope and high pass filter is utilized to prove that 

SPCTF has an excellent ability to extract fault features from strong noise effectively. 

Furthermore, the comparative experiment with Kalman proves that the SKF has better 

real-time and dynamics to track the effective fault information in the signal. 

Additionally, it is effective to prove the advantage of PCA in order-reduction by 

comparing it with BTA, which can improve the efficiency of SPCTF when applied to 

fault diagnosis. 

6). A new energy conditioning operator is proposed, the proposed ITEO is used to 

reduce the noise and enhance the transient features of the raw signal under the complex 

operating environments. Traditional forward difference is replaced by central-finite 

difference to smooth the raw signal, and the Hilbert transform is performed to redefine 

the analytic energy operator. ITEO enhances the robustness of the traditional TEO, and 

improves the feature extraction capability. Moreover, for low-speed bearing faults and 

early bearing faults, corresponding deep learning adaptive fault identification models 

are established.  

1.5 Structure of this thesis 

This study takes rolling bearing as the research object, and studies the problems 

of fault feature extraction of rolling bearing and early fault diagnosis of low-speed 

bearing, forming the overall research framework of the paper. Fault feature extraction 

is the key to rolling bearing fault diagnosis. For the tracking and extraction of rolling 

bearing fault features, a novel method called state-space principal component tracking 

filtering (SPCTF) is proposed in chapter 2，SPCTF can recover the fault information 

through the sequence of ‘Prediction – Measurement –Correction - Optimal estimation 

- Principal component extraction’ from the polluted raw signals with noise. In chapter 

3，in view of the problems of low signal-to-noise ratio of bearings running at low speeds 

and weak impact characteristics of fault signals. An improved Teager energy operator 

(ITEO) is proposed to reduce the noise of the raw signals and improve the signal to 

noise ratio (SNR), which provides a good foundation for effective feature extraction. 
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Chapter 4 proposed an early rolling bearing fault diagnosis based on Hilbert difference 

teager energy operator (HDTEO) and ClassRestricted Boltzmann machine (CRBM) 

model adaptive symptom parameters extraction. The last chapter 5 is the summary and 

prospect of proposed method in this study.  
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2. Fault diagnosis of high-speed bearings  

2.1 Introduction 

The fault in rolling bearing (one of the essential components in industrial 

equipment) results in equipment dam-age, industrial shutdowns, extensive property 

losses and even casualties. An urgent need exists for an effective monitoring system to 

ensure equipment’s high-precision and stable operation [54], [55]. Vibration signal 

analysis has been widely used in the fault detection of rolling bearing. However, due to 

the complex working environment of bearing, the low signal-to-noise ratio (SNR) of 

vibration signals causes difficulties in fault diagnosis.  

Fortunately, the Kalman filter, is an efficient recursive filtering algorithm that can 

estimate and track the system’s state from a series of incomplete sequences and 

complete the filtering of signals and the tracking extraction of fault features. Singleton 

[56] established a data-based Kalman filter fault diagnosis model by using time-domain 

and time-frequency domain features to track the development of bearing fault features. 

These features are used to train the parameters of the established model. Anger 

proposed a bearing fault diagnosis method based on the Gaussian degradation model of 

an unscented Kalman filter, which improved the dynamic response speed and anti-

interference ability of fault diagnosis. However, a single Kalman model is not enough 

to describe the dynamical fault degradation process, which reduces the model’s 

universality. 

The switch Kalman filter algorithm can establish multiple filter models to describe 

the dynamic processes of a system more effectively. In recent years, it has been widely 

used in biomedicine, power systems, life prediction, and especially in the fault 

diagnosis field. Lim proposed three filter models based on SKF and Bayesian estimation 

to perform failure prognostics. Although the diagnostic accuracy is improved, the 

amount of data increases several times, demanding a high calculative burden. 

Consequently, the rapid development of model order reduction approaches [57] is 

sought after. Moreover, the data recovery and real-time problems account for much in 

the fault diagnosis field [58]. This chapter establishes a generative fault diagnosis model 

based on state-space principal component tracking filtering (SPCTF) to address these 

challenges. 
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2.2 Vibration signal analysis based fault diagnosis 

2.2.1 Rolling bearing basic structure 

The working principle of rolling bearings is to replace sliding friction with rolling 

friction, and its structure is generally a mechanical base composed of two rings, a set 

of rolling elements and a cage. As shown in Fig.2-1, the most basic structure of rolling 

bearing is generally composed of inner ring, outer ring, rolling elements and cage. In 

practical applications, the outer ring is generally fixed on the bearing seat or on the 

body. The inner ring of the bearing is connected to the drive shaft and rotates with the 

shaft. The rolling elements are evenly distributed between the inner ring and the outer 

ring with the help of the cage [59-61]. The shape, size and number of the rolling 

elements directly affect the performance and life of the rolling bearing. The cage can 

make the rolling elements evenly distributed and prevent the rolling elements from 

falling off. , to guide the rolling elements to rotate for lubrication. 

2.2.2 Characteristics of rolling bearing fault vibration signal  

1) Non-stationary properties 

When a rolling bearings fails, the measured vibration signal is usually 

characterized by non-stationarity. Because the mechanical system will generate a large 

number of excitation sources with time-varying characteristics during operation, the 

measured vibration signal is non-stationary [62-64]. For rolling bearings, when the 

bearing fails, the fault defect will cause a transient impact, which has non-stationary 

characteristics. For rolling bearing fault diagnosis, fault feature extraction is a key step. 

The traditional signal processing method is based on Fourier transform, which has 

certain limitations. Therefore, it is necessary to study a feature extraction method 

corresponding to the non-stationary signal characteristics. 
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Fig.2-1 The diagrammatic sketch of the rolling bearing 

2) Impact characteristics 

When there is a partial failure of the rolling bearing, each contact during the 

operation will cause an instantaneous shock, resulting in a large number of shock 

waveforms in the measured vibration signal of the rolling bearing [65-68]. Therefore, 

the vibration signal of the rolling bearing exhibits a shock characteristic. However, 

when the local fault is small, the shock waveform caused by the fault is often easily 

submerged in the strong background noise, resulting in a low signal-to-noise ratio, and 

it is difficult to extract the shock features from the original signal, which brings great 

significance to the feature extraction of rolling bearings. 

3) Modulation characteristics 

The vibration signal of rolling bearing has typical modulation characteristics. The 

vibration signal caused by the local fault of the bearing can be regarded as a 

combination of low frequency part and high frequency part [69-72]. The vibration 

caused by the local fault of the bearing refers to the result of the modulation of the fault 

shock (the low frequency part) and the system resonant frequency (the high frequency 

part). Therefore, the fault signal of rolling bearing has obvious modulation 

characteristics, and it is necessary to study a suitable demodulation method to extract 

the fault impact of the vibration signal of rolling bearing. 

To sum up, the vibration signal of rolling bearing has the characteristics of non-

stationarity, nonlinearity, shock and modulation, which makes the vibration signal of 
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rolling bearing a complex signal that is difficult to deal with by traditional methods. 

Typically, bearing failure characteristics are closely related to rotational speed and 

failure severity. Under normal circumstances, when the bearing speed is higher or the 

fault is more serious, the periodic impact caused by the bearing fault is more obvious, 

and the harm to the operation of the equipment will also increase. If the abnormality 

can be detected in time when the bearing is running at a low speed, the maintenance 

cost of the equipment can be reduced, and the catastrophic accident caused by the 

development of the fault in the later stage can be effectively avoided. Therefore, low-

speed running bearing fault detection is extremely important for the safe operation of 

mechanical equipment [73-76]. However, when the bearing is running at low speed, the 

vibration signal usually has the following characteristics: the fault feature is not obvious, 

the fault signal is weak and the signal-to-noise ratio is low. The reasons for the low 

signal-to-noise ratio of the bearing mainly include the following three aspects: First, 

during the low-speed operation of the bearing, due to the low rotational speed, the 

impact amplitude caused by the fault is small, and it is often easily overwhelmed by 

strong noise. Second, due to the bearing structure and installation method, the sensor 

cannot directly measure the bearing vibration signal [77-80]. The vibration shock 

caused by the fault often needs to be collected by the sensor through a complex 

transmission path, and the vibration will be mixed with a lot of noise during the 

transmission process. Third, the acquisition error will also be brought about in the 

process of vibration signal acquisition, such as the signal conversion and signal 

amplification process of the sensor. Therefore, the key problem of low-speed running 

bearing fault diagnosis is how to separate the shock waveform from the strong 

background noise and realize the effective extraction of early fault features of rolling 

bearings. 

2.2.3 Rolling Bearing Failure Frequency 

If the influence of assembly errors and external factors is not considered, bearing 

vibration is mainly divided into two categories: natural vibration of the bearing itself 

and vibration caused by bearing faults. The natural vibration of the bearing itself refers 

to the vibration caused by the inherent structure and physical characteristics of the 

bearing during the operation of the mechanical equipment, no matter whether the 

bearing is faulty or not, it will produce the attenuation movement of the natural 

frequency of the bearing element [81-85]. Vibration caused by bearing failure refers to 

the vibration generated when certain failures occur in the bearing (such as spalling, 
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pitting and wear of bearing components), such vibrations exhibit the characteristics of 

periodic transient shocks, and the location of bearing failures is different. Which will 

result in different shock characteristics. The vibration signal caused by bearing fault is 

an important data source and analysis basis for bearing fault diagnosis. 

When the rolling bearing has a local fault during operation, each contact will cause 

an instantaneous impact, and stimulate the bearing and the system to perform high-

frequency free damping vibration according to its natural frequency [86-92]. The 

instantaneous shock caused by the fault has obvious periodic characteristics, and the 

fault characteristic frequency of the shock is closely related to the parameters such as 

bearing speed, fault type and rotor number. 

Assuming that the contact mode of each rolling element of the rolling bearing with 

the surface of the inner and outer rings is rolling friction contact, the bearing diameter 

corresponding to the center of the roller is called the bearing diameter. According to the 

geometric relationship given in Fig1-1, it can be known that the pitch diameter of the 

bearing is equal to: 

D =
𝐷𝑖+𝐷𝑜

2
    (2-1) 

𝐷𝑖is the diameter of the inner ring raceway of the bearing，𝐷𝑜is the diameter of 

the outer ring raceway of the bearing, and the relationship between them and the 

diameter of the bearing can be expressed as: 

𝐷𝑖 = 𝐷 − 𝑑(cos 𝜃)       (2-2) 

𝐷𝑜 = 𝐷 + 𝑑(cos 𝜃)       (2-3) 

Where 𝑑 is the diameter of the roller, the rotational speed of the inner and outer 

raceways can be expressed as:： 

𝑉𝑖 = 𝜔𝑖
𝐷𝑖

2
    𝑉𝑜 = 𝜔𝑜

𝐷𝑜

2
  (2-4) 

Where，𝜔𝑖 is the rotational angular velocity of the inner raceway，𝜔𝑜 is the 

rotational angular velocity of the outer raceway. If the rollers roll ideally on the 

raceway, the rotation speed of the cage is the average of the rotation speeds of the 

inner and outer races [93-98]. 

𝑉𝑐 =
𝑉𝑖+𝑉𝑜

2
=

𝜔𝑖(𝐷−𝑑(cos 𝜃))+𝜔𝑜(𝐷+𝑑(cos 𝜃))

4
   (2-5) 

It can also be expressed as: 

𝑓𝑐 =
𝑓𝑖(1−

𝑑

𝐷
(cos 𝜃))+𝑓𝑜(1+

𝑑

𝐷
(cos 𝜃))

2
   (2-6) 
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Normally, the outer ring of the bearing is stationary. Then the above formula can 

be simplified to: 

𝑓𝑐 =
𝑓𝑖(1−

𝑑

𝐷
(cos 𝜃))

2
   （2-7） 

The rolling frequency of the cage relative to the inner ring can be written as: 

𝑓𝑟𝑖 = 𝑓𝑐−𝑓𝑖 =
(𝑓𝑜−𝑓𝑖) (1+

𝑑

𝐷
(cos 𝜃))

2
   （2-8） 

Assuming that the number of rollers is Z, when the cage rolls one revolution 

relative to the inner ring, the rollers will pass through the fixed point of the inner ring 

Z times [99-105]. Then the passing frequency of the roller passing through the fixed 

point of the inner ring is: 

𝑓𝑏𝑝𝑓𝑖 =  
𝑍(𝑓𝑜−𝑓𝑖)(1+

𝑑

𝐷
(cos 𝜃))

2
  （2-9） 

When the outer ring remains fixed, it simplifies to 

𝑓𝑏𝑝𝑓𝑖 =  
−𝑍𝑓𝑖(1+

𝑑

𝐷
(cos 𝜃))

2
  （2-10） 

The outer race fault characteristic frequency and the roller fault characteristic 

frequency can be calculated in turn, and the results are shown in Table 2-1. 

Table 2-1 Bearing fault characteristic frequency calculation formula 

Bearing parts Calculation formula Outer ring fixed 

Inner race fault 

𝑓𝑏𝑝𝑓𝑖 =  
𝑍(𝑓𝑜−𝑓𝑖)(1 +

𝑑
𝐷 (cos 𝜃))

2
 𝑓𝑏𝑝𝑓𝑖 =  

−𝑍𝑓𝑖(1 +
𝑑
𝐷 (cos 𝜃))

2
 

Outer race 

fault 𝑓𝑏𝑝𝑓𝑖 =  
𝑍(𝑓𝑜−𝑓𝑖)(1 −

𝑑
𝐷 (cos 𝜃))

2
 𝑓𝑏𝑝𝑓𝑖 =  

−𝑍𝑓𝑖(1 −
𝑑
𝐷 (cos 𝜃))

2
 

Roller fault 𝑓𝑏𝑠𝑓 =  
𝑓𝑜−𝑓𝑖

2

𝐷

𝑑
{1 − [

𝐷

𝑑
cos 𝜃]

2

} 𝑓𝑏𝑠𝑓 =  −
𝑓𝑖

2

𝐷

𝑑
{1 − [

𝐷

𝑑
cos 𝜃]

2

} 

 

It should be noted that due to the influence of external factors, in the actual bearing 

fault diagnosis, the measured fault frequency often deviates from the theoretical value 

[106-112]. Therefore, it is necessary to find the frequency value near the theoretical 

value as the fault frequency of the rolling bearing according to the actual situation. 

 

2.3 Principle of the proposed algorithm 

2.3.1 Kalman filter 

A Kalman filter is an efficient recursive filtering algorithm, which estimates the 
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system state 𝑿𝒏 through the state 𝒀𝒏 measured by the system [113] without relying 

on a large amount of system data. Define a stochastic system state 𝑿𝒏, and then the 

stochastic difference equation and observation equation of the system can be expressed 

as: 

𝑋𝑛 = 𝐹𝑛,𝑛−1𝑋𝑛−1 + 𝑊𝑛                             (2-11) 

𝑌𝑛 = 𝐶𝑛𝑋𝑛 + 𝑉𝑛                                   (2-12) 

where 𝑿𝒏 is the state vector of the system at a discrete time point 𝒏; 𝒀𝒏 is the 

observation vector of discrete time point n; The matrix 𝑭𝒏,𝒏−𝟏 and 𝑪𝒏  are state 

transition matrix and observation matrix, respectively. The vectors 𝑾𝒏 and 𝑽𝒏 are 

uncorrelated zero mean Gaussian white noise, 𝑾𝒏~(𝟎, 𝑸𝟏𝒏) and 𝑽𝒏~(𝟎, 𝑸𝟐𝒏). The 

primary process of Kalman filtering is as follows: 

State vector prediction equation: 

�̂�𝑛 = 𝐹𝑛,𝑛−1𝑋𝑛−1                                 (2-13) 

where 𝑋𝑛−1 is optimal estimation at discrete time point  𝑛 − 1. 

State prediction correlation matrix: 

      �̂�𝑛 = 𝐴𝐹𝑛,𝑛−1
𝑇 + 𝑄1𝑛 

𝐴 = 𝐹𝑛,𝑛−1𝑃𝑛−1                        (2-14) 

Filter gain: 

        𝐺𝑛 = �̂�𝑛𝐶𝑛
𝑇[𝜏𝑛]−1 

                𝝉𝒏 = 𝑪𝒏�̂�𝒏𝑪𝒏
𝑻 + 𝑸𝟐𝒏                   (2-15) 

Innovation process: 

𝜕𝑛 = 𝑌𝑛 − 𝐶𝑛�̂�𝑛                      (2-16) 

One-step prediction and error correlation matrix: 

𝑋𝑛  = �̂�𝑛  +  𝐺𝑛𝜕𝑛                     (2-17) 

𝑃𝑛 = �̂�𝑛 −  𝐺𝑛𝐶𝑛�̂�𝑛                     (2-18) 

Kalman filter estimation uses (3) and (4) to obtain prior estimations that are corrected 

through (5)-(6) to obtain the optimal estimation (7) and corresponding estimation error 

(8). The relevant prediction parameters are then updated according to the returned 

estimation error for the discrete time point n+1 system state prediction. 

Kalman filters can use a small number of prior samples to predict the system state for 

removing the system noise. However, the accuracy of Kalman filters estimation will 

decrease with the increase of estimation step since the degradation of bearing is a 

dynamic process. Therefore, the switch Kalman filter algorithm is introduced to realize 

dynamic tracking of bearing fault features to solve the limitation of Kalman filters in 
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bearing fault diagnosis. 

2.3.2 Switch kalman filter 

The switch Kalman based on Baysian is shown in Fig.2-2. Firstly, the various 

Kalman filter models are established by analyzing various possible states of the system. 

The probability of each state at each moment is calculated, and then the most likely 

state of the system at that moment is analyzed. The detailed process is as follows: 

There are m Kalman filter models to be established for a dynamic system based on 

Bayesian estimation theory. The model transformation probability: 

𝑆𝑛
𝑖|𝑗

=
𝑍𝑖𝑗𝑆𝑛−1

𝑖

∑ 𝑍𝑖𝑗𝑆𝑛−1
𝑖𝑚

𝑖=1

                              (2-19) 

where the model switch variable 𝑆𝑛
𝑖|𝑗

 describes the probability of the model switching 

from 𝑆𝑛−1
𝑖  to 𝑆𝑛

𝑗
. 𝑆𝑛−1

𝑖  is the probability of the model i in discrete time point n-1. 

𝑍𝑖𝑗 is the model transition probability. The weighted state and covariance estimates are:  

�̂�𝑛−1
𝑗

= ∑ 𝑆𝑛
𝑖|𝑗

𝑋𝑛−1
𝑖𝑚

𝑖=1                   (2-20) 

�̂�𝑛−1
𝑗

= ∑ 𝑆𝑛
𝑖|𝑗

{𝑃𝑛−1
𝑖 + [𝑋𝑛−1

𝑖 − 𝑋𝑛−1
𝑗

][𝑋𝑛−1
𝑖 − 𝑋𝑛−1

𝑗
]𝑇}𝑚

𝑖=1   (2-21) 

where 𝑋𝑛−1
𝑖  is the state vector prediction value of ith model at discrete time point n-1. 

𝑃𝑛−1
𝑖  is the error correlation matrix of the ith model at discrete time point n-1. 

Accordingly, the Likelihood estimation of each filter model: 

𝐿𝑛
𝑖 = 𝑁(𝜕𝑛

𝑖 ; 0, 𝜏𝑛
𝑖 ), 𝜕𝑛 = 𝑌𝑛 − 𝐶𝑛�̂�𝑛, 𝜏𝑛 = 𝐶�̂�𝐶𝑇 + 𝑄2(𝑛)   (2-22) 

where 𝜕𝑛
𝑖  is the measurement residual, and 𝜏𝑛

𝑖  the residual covariance. Probability of 

each model at discrete point n: 

𝑆𝑛
𝑖 =

𝐿𝑛
𝑖 (∑ 𝑍𝑖𝑗𝑆𝑛−1

𝑖𝑚
𝑖=1 )

∑ (𝐿𝑛
𝑖 ∑ 𝑍𝑖𝑗𝑆𝑛−1

𝑖𝑚
𝑖=1 )𝑚

𝑖=1

                       (2-23) 

Finally, the weighted state and covariance estimate updates are computed as 

follows: 

𝑋𝑛 = ∑ 𝑆𝑛
𝑖 𝑋𝑛

𝑖𝑚
𝑖=1 , 𝑃𝑛 = ∑ 𝑆𝑛

𝑖 {𝑃𝑛
𝑖[𝑋𝑛

𝑖 − 𝑋𝑛][𝑋𝑛
𝑖 − 𝑋𝑛]𝑇}𝑚

𝑖=1  (2-24) 
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Fig.2-2 The switching Kalman is based on Baysian methods. 

 

2.3.3 Feature extraction of bearing fault 

The research shows that a pulse force will be excited when the rolling element 

rolls over the defect, such as pitting, spalling and scratching. The pulse force is a 

broadband signal, which can stimulate the high-frequency natural vibration of the 

bearing system, as shown in Fig. 2-3. 

 

Fig.2-3. The vibration signals of fault bearings. 

 

Recently, the time series modeling autoregressive (AR) model, known as the high-

resolution parametric spectrum analysis method and capable of revealing the 

occurrence of rotating machinery fault, has been applied to vibration signal analysis. 

Therefore, the AR is utilized to establish an autoregressive state equation for the 

switched Kalman to obtain the optimal estimated state matrix.  

Considering 𝑨𝒏 = [𝒂𝟏(𝒏), 𝒂𝟐(𝒏), … 𝒂𝒑(𝒏)] as the weighted parameter of stochastic 

difference equation, the estimate 𝒙𝒏 can be described: 

𝑥𝑛 = ∑ 𝑎𝑝𝑥𝑛−𝑝
𝑚
𝑘=1 + 𝑒𝑛                   (2-25) 

where 𝒆𝒏 is the optimal estimation error.  

Conduct 𝑿𝒏 = [𝒙𝒏−𝟏, 𝒙𝒏−𝟐, … 𝒙𝒏−𝒑] as the input vector (bearing vibration signal) 

of SKF at discrete time point n, taking into account the characteristics that the optimal 
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parameters will change with iteration, the process noise 𝑽𝒏  is introduced. The 

expected output of each SKF model 𝒙𝒏 = 𝑿𝒏𝑨𝒏 +  𝑽𝒏. Furthermore, 𝑨𝒏 is the key 

parameter to be estimated in the process of applying SKF into fault diagnosis. The state 

equation and prediction equation is: 

𝑨𝒏 = 𝑭𝒏,𝒏−𝟏𝑨𝒏−𝟏 + 𝑾𝒏, 𝒙𝒏 = 𝑿𝒏𝑨𝒏 + 𝑽𝒏        (2-26) 

According to (1, 2), 𝑾𝒏 and 𝑽𝒏 are uncorrelated zero mean Gaussian white noise, 

𝑾𝒏~(𝟎, 𝑸𝟏𝒏) and 𝑽𝒏~(𝟎, 𝑸𝟐𝒏). 

Initialize 𝑭𝒏 is the identity matrix, 𝒒 = 𝟏𝟎−𝟒 is the variance of 𝑾𝟏, and thus 

𝑸𝟏𝟏 = 𝒒𝑰 , taking the variance of  𝑿𝟏 = [𝒙𝟏, 𝒙𝟐, … 𝒙𝒑] as 𝑽𝟏.The final state vector 

𝑨𝒏 will converge to its best estimate value through performing multiple iterations and 

operations on the filter model with (2-25). 

SKF can not only effectively remove the interference of noise, but the state vector-

matrix 𝑨𝒏 retains the key fault features of the signal during the updating of the SKF 

model. However, the 𝑨𝒏 will increase the data dimension by p times. Thus PCA is 

used to extract 𝝁 principal component parameter features from 𝑨𝒏. It not only reduces 

the data dimensions but also retains the useful fault features. The detailed process is 

illustrated schematically in Fig. 2-4. 

 

Fig.2-4 SKF based fault feature extraction of bearing fault signals. 
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2.4 Bearing fault diagnosis based on SPCTF 

In this section, a novel method called state-space principal component tracking 

filtering (SPCTF) is described to use in fault diagnosis. Firstly, the switch Kalman filter 

(SKF) is utilized to establish a dynamic filter model for time-series signals. Then a 

feature tracking matrix is generated from the principal component features extracted 

from the optimal estimated state matrix of each time in the model. The optimal 

estimated state matrix is calculated with the optimal estimation at the previous time and 

the observation at the present time of the system. Thirdly, the principal component 

analysis extracts the effective fault feature from the redundant information generated in 

the feature tracking matrix. Therefore, the proposed method can effectively eliminate 

the random interference to recover fault features from polluted signals through the 

sequence of "Prediction – Measurement – Correction - Optimal estimation - Principal 

component extraction". Finally, the envelope spectrum analysis is used to extract fault 

characteristic frequencies to achieve high-precision fault diagnosis. The scheme of the 

proposed method based on SPCTF is briefly described in Fig.2-5. 

 

Fig.2-5. Scheme of the proposed SPCTF for bearing fault diagnosis 

 

2.5 Simulated signal verification 

2.5.1 The simulation signals 

In order to verify the accuracy and reliability of the proposed method, there are 

two impulse response simulation signals as shown in (17) and (18). They are the raw 

outer race fault and outer race fault with noise, respectively. 
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𝑥𝑜(𝑡) = ∑
[𝑒

−𝜁𝑜2𝜋𝑓𝑜1(𝑡−
𝑖

𝑓𝑜
)

𝑠𝑖𝑛 (2𝜋𝑓𝑜1 (𝑡 −
𝑖

𝑓𝑜
)) √1 − 𝜁𝑜

2 +

𝑒
−𝜁𝑜2𝜋𝑓𝑜2(𝑡−

𝑖

𝑓𝑜
)
𝑠𝑖𝑛 (2𝜋𝑓𝑜2 (𝑡 −

𝑖

𝑓𝑜
))√1 − 𝜁𝑜

2]

𝑁𝑜
𝑖=1          (2-27) 

𝑥𝑜(𝑡) = ∑
[𝑒

−𝜁𝑜2𝜋𝑓𝑜1(𝑡−
𝑖

𝑓𝑜
)

𝑠𝑖𝑛 (2𝜋𝑓𝑜1 (𝑡 −
𝑖

𝑓𝑜
)) √1 − 𝜁𝑜

2 +

𝑒
−𝜁𝑜2𝜋𝑓𝑜2(𝑡−

𝑖

𝑓𝑜
)
𝑠𝑖𝑛 (2𝜋𝑓𝑜2 (𝑡 −

𝑖

𝑓𝑜
))√1 − 𝜁𝑜

2]

𝑁𝑜
𝑖=1 + 𝑤  (2-28) 

where the sampling frequency is 𝒇𝐨= 20000 Hz, and the number of sampling 

points is 𝑵𝒐= 16384. 𝒙𝐨(𝐭) is the simulation signal of a rolling bearing with an outer 

race fault, and the frequencies of its carrier centers are 𝒇𝐨𝟏= 2000 Hz and 𝒇𝐨𝟐=5200Hz. 

The damping ratio is 𝛇=0.05.  𝐰 = 𝟎. 𝟖 × 𝒓𝒂𝒏𝒅𝒐𝒎(𝟏, 𝒏) is the random white noise. 

The simulated signal according to (17) and (18) is shown in Fig.2-6. 

 

Fig.2-6. The simulation fault signals. (a) Raw outer race fault; (b) Outer race fault with 

noise. 

2.5.2 Results and discussion 

This section explores comparative experiments, including envelope analysis and 

the reduced-order aggregate method based on the balanced truncation approach (BTA), 

which is implemented to prove the effectiveness of the proposed method. The process 

of the proposed method is as follows: 

(i) 16384 data points are divided into 16380 groups. Each group contains 𝒑 = 𝟓 

data points (The number 𝒑 is obtained from experience). (ii) the system state and 

prediction equations of the principal component tracking filter model are established 

(16). 𝑨 = [𝒂𝟏, 𝒂𝟐, 𝒂𝟑, 𝒂𝟒, 𝒂𝟓]𝑻 is retained through 16380 generations with (9)-(14). 

(iii) the PCA is used to complete the final fault feature extraction and generate a fault 

feature matrix. (iv) the extracted fault features are analyzed by an envelope spectrum 

to achieve high-precision fault diagnoses. 

1) Evaluation metric. 

There are two dimension parameters and three dimensionless parameters, 
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including maximum value, peak-to-peak value, kurtosis, skewness and crest factor that 

are selected to be treated as an evaluation metric. The parameters are calculated 

according to Table 2-2. The 𝒙𝒎𝒊𝒏 is the minimum value of the data. 

Table 2-2 Dimensionless parameters. 

Symbo

l 
Parameter Formula 

K kurtosis 
E[(𝑋 − 𝜇)4]

（E[(𝑋 − 𝜇)2]）
2 

S skewness E[(𝑋 − 𝜇)3]

（E[(𝑋 − 𝜇)2]）
3

2⁄
 

C crest 𝑥𝑝𝑒𝑎𝑘

√1
𝑛

∑ 𝑥𝑖
2𝑛

𝑖=1

 

Max maximum 𝑥𝑝𝑒𝑎𝑘 

Ptp peak to peak 𝑥𝑝𝑒𝑎𝑘 − 𝑥𝑚𝑖𝑛 

2) Experimental results 

Table 2-3 shows the comparison of dimension and dimensionless parameter 

characteristics of fault simulation signals processed by SPCTF. As a result, the 

evaluation metric representing impact components has changed significantly after pre-

processing with SPCTF. Experiments show that the interference components in all 

signals are well suppressed, and the proposed method is effective for the bearing fault 

diagnosis. 

 

Table 2-3 SPCTF dimensionless parameters comparison. 

Signal K S C Max Ptp 

Raw (17) 9.379 1.397 8.453 4.46 8.29 

SPCTF 19.81↑ 1.500↑ 12.36↑ 5.7↑ 10.7↑ 

Noisy (18) 2.716 0.2415 5.623 4.75 9.35 

SPCTF 5.448↑ 0.3378↑ 11.03↑ 5.21↑ 13.17↑ 

 

To further verify the superiority of the proposed method, the signal of state space 

is compared with the raw signal (out race fault simulation signals with noise). As shown 

in Fig.2-7, the model tracking signals established by SPCTF can reduce the noise and 

retain the valuable impact characteristics of the fault signal, which lays a good 

foundation for the next step to extract the effective fault features.  

The first principal component of PCA is retained to extract fault features. Fig.2-8 
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shows the cumulative contribution rate of different principal components in the PCA 

model in bearing fault simulation signal with noise. It can be concluded that the 

contribution rate of the first principal component has reached 89.3%, which contains 

most of the valid information in the model. Therefore, the first principal component is 

used as a fault signal. 

  

Fig.2-7 The SPCTF tracking simulation signals comparison. 

 

Fig.2-8 Cumulative contribution rate. 

Furthermore, the original simulation signal, SPCTF tracking signal and the first 

principal component characteristic signal are shown in Fig. 2-9. The results show that 

the first principal component accurately reflects the fault characteristics of the signal 

extracted by the principal component tracking filter model. The above experimental 

results confirm that SPCTF can effectively track the system's state without pre-

information and effectively extracts fault information embedded within extensive 

background noise, based on anti-interference ability and real-time performance. 

3) Comparative experiment 

The comparative experiment with envelope is performed to validate the 

effectiveness of the proposed method, with the envelope enabling analysis of the raw 

signal. The experimental results are shown in Fig.2-10, where (a) the eigenvalues of the 
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principal component of the fault characteristic matrix have evident periodic burst; the 

fault characteristic frequency (50 Hz) is vividly shown in Fig.2-10(b). The outer race 

fault simulation signal with noise is used to carry out the fault diagnosis for the 

proposed method's effectiveness with high background noise levels. As shown in Fig. 

2-10(c), the eigenvalues of principal components of the signal fault characteristic 

matrix are affected by noise. 

 

Fig.2-9.The fault bearing signals. (a) Original simulation signal; (b) SPCTF 

tracking signal; (c) First principal component characteristic signal.  

The envelope spectrum analysis results of principal components are shown in Fig. 

2-10(d), with obvious peaks at the fault frequency and its multiple frequencies (50 Hz, 

100 Hz, 150 Hz and 200 Hz) from the out-race fault bearings, despite the noise causing 

independent amplitude vibrations of the signal. Fig.2-9(e) shows the envelope analysis 

of the unprocessed noise signals, where identifying the fault characteristic frequency is 

challenging. The results show that the proposed method is effective for bearing fault 

diagnoses. 

Moreover, the reduced-order method based on principal components analysis is 

utilized to extract the first principal component of the optimal estimated state matrix, 

treated as a feature tracking matrix for generating characteristic parameters. For fairness, 

the proposed method is compared with the reduced-order aggregate model based on the 

balanced truncation approach (BTA). The result is shown in Fig.2-11, where the noise 

(a) 

(b) 

(c) 
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signal is more evident following BTA, and the bearing fault features can be extracted. 

These experimental results are due to the advantage of PCA where: (i) PCA only needs 

to measure the amount of information by variance, which is not affected by factors other 

than the data set, and (ii) The interactive factors between the components of the original 

data can be eliminated since the principal components are orthogonal.  
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Fig.2-10 The results shown stepwise, as per the proposed method. (a) The principal 

component eigenvalue of fault signals without noise; (b) The envelope analysis of 

principal component value; (c) The principal component eigenvalue of fault signals 
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(noise); (d) The envelope analysis of principal component value. (e) The envelope 

analysis of noise signals. 

 

Fig.2-11 Comparative experiment using the reduced-order method. 

 

2.6 Case study 

2.6.1 Experiment platforms 

In order to verify the effectiveness of SPCTF, raw signals of bearings in different 

states (normal, outer race fault, inner race fault, and roller fault) were collected from 

the experimental platform, as shown in Fig.2-12 (a). The experimental device is 

composed of a servo motor, load equipment, coupling and a rotor system. There are 

three kinds of fault in the bearing (NSK 205), as shown in Fig.2-12(b). The bearing 

failure is due to manual cutting, the depth of damage is 0.25 mm, and the width is 0.3 

mm.  

Vibration signals of bearings due to different types of faults are measured by the 

acceleration sensor (PCB ma352a60, PCB Piezotronics Inc., New York, NY, USA). The 

signals sampling frequency is 100 kHz，and the sampling time was approximately 3s. 

The characteristic fault frequencies are calculated according to Apana et al. The fault 

characteristic frequencies of the inner race fault are shown in Table 2-4. There are three 

kinds of rotating speeds in this experimental design, 500, 1000, and 1500 rpm. 

 

 

Table 2-4 

Fault characteristic frequency (Inner 500 RPM) 
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Fault Outer race 
Inner  

race 
Roller  

Characteristic 

frequency 
36.59Hz 55.07Hz 39.67Hz 

 

 

(a) 

 

(b) 

Fig.2-12. Experimental platform. (a) The experimental devices; (b) Faulty 

bearings. 

2.6.2 Intelligent diagnosis based on proposed method 

Both two dimensional and three dimensionless parameters, including maximum 

value, peak-to-peak value, kurtosis, skewness and crest factors, are selected to be used 

as evaluation metrics (inner race fault signals is treated as an example). The 

comparative results for SPCTF and BTA are listed in Table 2-5. Although BTA is 

outstanding in the large-scale converters field, the increase of fault signal parameters 

characteristic index is more resilient using SPCTF.  

Sensor 
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Fig.2-13. Inner race fault envelope spectrum. 

 

 

Table 2-5 

Dimensionless parameters of inner race fault signals. 

 K S C Max Ptp 

RAW  1.0558 0.7709 7.1191 11.988 29.392 

SPCTF  4.9474↑ 2.4499↑ 9.8833↑ 14.281↑ 33.275↑ 

BTA 2.339 1.358 8.369 13.279 31.254 

Moreover, the envelope analysis of bearing inner race fault characteristic signals 

are shown in Fig. 13 and Table 2-6. The calculated fault frequency of the inner race 

fault signal is 55.1 Hz, 110.1Hz, 165.2 Hz, 220.3 Hz and 275.4 Hz. The characteristic 

fault frequencies obtained with SPCTF are 56.5 Hz, 111.4 Hz, 166.3 Hz, 221.3 Hz, and 

276.2 Hz, in line with the calculated failure frequency of bearing inner race. As a result 

of the low signal-to-noise ratio of the raw bearing inner race fault signal, the envelope 

spectrum of the original signal is incapable of quickly identifying the fault 

characteristics. The effectiveness of the proposed method is validated using this simple 

system. 

Table 2-6 

Characteristic frequency comparison (Inner 500 RPM) 

Fault 

bearings 

Characteristic 

frequency 
Signal  Double  Triple  Quadruple  Quintuple  

Inner 

race 

fault 

Theoretical 

value/Hz 
55.1 110.1 165.2 220.3 275.4 

SPCTF/Hz 56.5 111.4 166.3 221.3 276.2 

Envelop/Hz 79.6 135.7 149.8 183.8 235.9 
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Fig.2-14 Results of the experiment. (a) Principal component characteristics of the outer 

race and its envelope spectrum; (b) Principal component characteristics of the roller 

and its envelope spectrum. (c) Principal component characteristics of typical signals 

and their envelope spectrum. 
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Table 2-7 

Characteristic frequency comparison (500 RPM) 

Fault 

bearings 

Characteristic 

frequency 
Signal  Double  Triple  Quadruple  Quintuple  

Outer 

race 

fault 

Theoretical 

value/Hz 
36.59 73.18 109.77 146.36 182.95 

Experimental 

value/Hz 
35.1 68.66 102.2 135.8 169.4 

Roller 

race 

fault 

Theoretical 

value/Hz 
39.67 79.34 119.01 158.68 198.38 

Experimental 

value/Hz 
42.72 83.92 125.1 166.3 209 

The outer race fault, roller fault and typical rolling bearings signals are analyzed, 

and the results are shown in Fig.2-14 and Table 2-7. The experimental results show that 

the bearing fault types can be clearly distinguished by analyzing the envelope spectrum 

of the fault characteristic principal component matrix extracted from SPCTF, which 

again validates the effectiveness of the proposed method for experimental and practical 

bearing signal analyses. 

2.6.3 Comparative experiment 

To verify the effectiveness and feasibility of the proposed method, Hilbert 

spectrum and high pass filtering methods were used for comparative experiments. The 

Hilbert spectrum performs a Hilbert spectrum analysis on the raw signal filtered by 

Kalman and the proposed SPCTF. Moreover, the high pass filtering diagnoses and 

analyzes different fault signals types (outer race, inner race, roller) at three speeds (500, 

1000, and 1500rpm). 

1) Hilbert spectrum experiment. 

The Hilbert spectrum decomposes the original signal using EMD and then 

calculates its Hilbert and Hilbert marginal spectra. The Hilbert spectrum emphasizes 

the local nature of the signal, which has a more intuitive physical meaning. The specific 

algorithm is as follows： 

 Perform EMD decomposition on the original signal to obtain the eigenmode 

components； 

 Hilbert transform for each eigenmode component 𝑐𝑖； 

                
( )1

ˆ ( ) i

i

c
c t d

t




 






                   （2-29） 

 Construct an analytical signal
( )ˆ( ) ( ) ( ) ( ) ij t

i i i iz t c t jc t a t e


   , where ( )ia t
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is the instantaneous amplitude and ( )i t is the instantaneous phase function. 

Ignoring the residuals nr  , we get: 

   
( )

1

( ) Re ( ) i

n
j t

i

i

x t a t e




                  （2-30） 

 Calculate the instantaneous frequency: 

( )1 1
( ) ( )

2 2

i

i i

d t
f t w t

dt



 
               （2-31） 

 Then we get the Hilbert spectrum 

( )

1

( , ) Re ( )
i

n
j w t dt

i

i

H w t a t e


             （2-32） 

 Calculate the integral of the Hilbert spectrum on the time axis to get the 

Hilbert marginal spectrum: 

0
( ) ( , )

T

H w H w t dt                  （2-33） 

The comparative experiment, based on the Hilbert spectrum, is divided into three 

groups. The data used in the experiment are all under 500 rpm, and each sample length 

is 16384 points, of which the first 8192 data are the outer race fault signals, and the last 

8192 data are the inner race fault signals. Notably, Label 1 represents the raw signals, 

Label 2 represents the signals processed using traditional Kalman filtering, and Label 

3 represents the signal processing by SPCTF. It intuitively identifies the fault type 

through the Hilbert contour distribution of different kinds of fault signals. The 

experimental results are shown in Fig.2-15, 2-16, 2-17. As shown in Fig.2-15, there are 

many false components in the spectrum of Hilbert signals due to the influence of system 

noise, which makes the distribution of the spectrum contour map scattered. The focus 

of the fault frequency is extremely poor, and the outer race and inner ring faults cannot 

be effectively identified. 

As shown in Fig.2-16, the main frequency band of the contour map of bearing 

outer race fault frequency is concentrated at 0.5-0.8 Hz, and the primary frequency band 

of bearing inner race fault frequency is focused at 0.2-0.8 Hz. Compared with the raw 

signal, the fault type can be differentiated using the traditional Kalman filter, but a 

mixed area still causes the fault type to be inaccurately determined. The Kalman filter 

cannot realize the dynamic tracking system state since it is easily affected by the time 

step. As shown in Fig.2-17, the main frequency band of the Hilbert contour map of the 

outer race fault is 0.5 Hz-0.8 Hz, while that of the inner race fault is 0.2 Hz-0.5 Hz, 

clearly identifying the fault type. Therefore, the proposed SPCTF method can 
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effectively remove the extensive noise interference and enable high-precision fault 

diagnosis. 

 

 

 

Fig.2-15. The Hilbert spectrum result shows raw bearing signals. (a)Hilbert 

spectrum; (b) Hilbert contour map; (c) Hilbert marginal spectrum (label 1). 

 

Fig.2-16. The Hilbert spectrum result of Kalman processed signals. (a)Hilbert 

spectrum; (b) Hilbert contour map; (c) Hilbert marginal spectrum (label 2). 

Out race fault Inner race fault

Out race fault

Inner race fault
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Fig.2-17. The Hilbert spectrum result of SPCTF processed signals. (a)Hilbert 

spectrum; (b) Hilbert contour map; (c) Hilbert marginal spectrum (label 3). 

2) High pass filter experiment 

The high pass filter is used for comparative experiments since the proposed 

algorithm was derived from the filtering method. The experimental data include various 

bearing fault states: the outer race, inner race, and roller. Generalization is an essential 

indicator of any diagnosis when changing the working conditions. It is difficult at low 

speed to perform the bearing fault diagnosis. Moreover, in the case of varying speeds, 

the operation affects the vibration signal from the bearings, which makes diagnoses 

difficult [34]. Therefore, speed variation is treated as an experimental condition change 

for verifying the generalized ability of the proposed method, including low speed 

(500rpm) and higher speeds (1000 and 1500rpm). The fault characteristic frequency 

corresponding to the bearing fault state under various speeds is calculated using 

empirical equations and are listed in Table 2-8. In this experiment, the data sample 

length of the bearing signal is 16384, and the high pass filter frequency is 2000Hz. The 

experimental results are shown in Fig2-18, 2-19. 

Out race fault

Inner race fault



 

33 

 

  

 

Fig.2-18. Fault characteristic envelope spectrum of inner race fault at different speeds 
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Fig.2-19. Fault characteristic envelope spectrum of outer race fault at different speeds 

 

Table 2-8. 

Fault characteristic frequency. 

RPM 
Outer race  

fault 

Inner race  

fault 

Roller  

fault 

1000 73.18 Hz 110.15 Hz 79.28 Hz 

1500 109.77 Hz 165.23 Hz 118.92 Hz 
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Fig.2-20. Fault characteristic envelope spectrum of roller race fault at different speeds 

 

As shown in Fig.2-18, the signal envelope spectrum (after HPF processing) can 

identify the characteristic fault frequency of the outer race fault, as well as its double 

and triple frequency. However, after the third harmonic generation, the fault 

characteristic frequency cannot be clearly identified, most apparent under the 500rpm. 

Relatively, the envelope spectrum of the proposed SPCTF method is very obvious at 
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approximately five times the frequency and clearly identifies the fault characteristics of 

the bearing outer race. The fault diagnosis result of inner race fault signals is shown in 

Fig.2-19. Less than 1000rpm, the HPF only has one peak at the fault frequency, so it 

cannot identify the fault type. The proposed SPCTF can effectively identify the inner 

race fault types under 500, 1000 and 1500rpm. Significantly, the proposed method 

outperforms the HPF methodology in the roller fault experiment, and the experimental 

results are shown in Fig.2-20. Therefore the proposed SPCTF process outperforms in 

comparison with HPF, although the interference of complex background noise is 

substantial. 

2.7 Summary 

In this section a novel method based on state-space principal component tracking 

filtering (SPCTF) is proposed for fault diagnoses of bearings, removing noise 

interference and extracting fault features effectively to realize high-precision bearing 

fault diagnosis. The proposed method is applied to simulation signals and actual 

vibration signals, demonstrating the effectiveness and feasibility of the developed 

process. Moreover, the comparative experiments performed with the Hilbert spectrum 

method and high pass filter validate the superiority of the SPCTF. The experimental 

results show that the fault types can be identified effectively by comparing the 

distribution of different fault signals in the Hilbert spectrum contour map. In addition, 

the proposed SPCTF bearing fault diagnosis method can effectively identify various 

bearing fault states under different speed conditions compared with the high pass filter, 

which verifies the generalized applicability of SPCTF. 
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3. Fault diagnosis for low-speed bearings 

3.1 Introduction 

In the condition monitoring and fault diagnosis technology of rolling bearings, 

because the vibration signal is closely related to the mechanical structure, the diagnosis 

technology based on the vibration signal has been widely used. The principal element 

state filtering model proposed in Chapter 2 can effectively realize fault feature 

extraction and fault type discrimination of high-speed rolling bearings. In general, when 

the bearing speed is lower or the degree of failure is less severe, the periodic impact 

caused by bearing failure is weaker. The characteristics of the vibration signal of rolling 

bearing running at low speed are that the fault feature is not obvious, the fault signal is 

weak and the signal-to-noise ratio is low. The key to realize the fault diagnosis of rolling 

bearing is how to accurately extract more fault information from the strong background 

noise. Because the fault signal of mechanical equipment, especially the bearing fault 

signal will generate periodic pulse impact force, the modulation phenomenon of 

vibration signal will be generated, and amplitude modulation or frequency modulation 

signal will be formed. Therefore, signal modulation technology is widely used in fault 

diagnosis and analysis. 

TEO has the ability to denoising and enhance the fault signal. TEO is a nonlinear 

difference operator, it estimates the total energy of the signal through transient signal 

and signal differential. TEO can enhance the transient features of the vibration signal, 

effectively detects shock components. Which has been widely applied in the fields of 

fault diagnosis to demodulate signal and extract the fault feature. However two inherent 

drawbacks limit its effect of signal processing: 1) It is sensitive to noise and vibration 

interference; 2) The energy spectrum may have negative values. For improving that, we 

proposed an improved Teager energy operator (ITEO) algorithm: the traditional 

forward difference is replaced by central-finite difference to smooth the raw signal, and 

the Hilbert transform is performed to redefine the analytic energy operator. The ITEO 

enhances the robustness of the traditional TEO, and improves the feature extraction 

capability.  

ITEO can reduce the noise of the raw signals and improve the signal to noise ratio 

(SNR), which provides a good foundation for effective feature extraction. However, 

currently the features extract methods are mainly depend on artificial trial and error,  

which may bring the uncertainty for rolling bearings vibration signals under different 
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operating conditions. With the development of artificial intelligence in recent years, 

deep learning methods have been applied in many fields and achieved good results. It 

shows better generalization performance than traditional methods. Auto-encoding (AE) 

as one of the deep learning method, can adaptive extract the fault features by auto 

encoding operation [114-118]. Based on this characteristic, this paper propose an ITEO-

AE-PCA method for low speed rolling bearing fault diagnosis: ITEO is employed to 

enhance the weak transient shock component of the raw signal. The processed signals 

then input into the AE to adaptive extract the signal fault features. The ITEO–AE model 

combines the capability of signal process and feature extraction, which do not require 

complicated prior knowledge and reduce the computational complexity. Finally the 

adaptive extracted fault feature parameters are employed to build the diagnosis model 

based on PCA method for diagnosing faults of low speed rolling bearing. 

3.2 Principle of the proposed algorithm 

3.2.1 Teager energy operator 

Traditional TEO was first proposed by Herbert M. Teager and Shushan M. Teager. 

The method to compute the energy of the generator named “Teager’s energy algorithm” 

was proposed by J. F. Kaiser and the Teager Operator has since been defined for 

continuous signals, both real and complex ones. Kaiser used the following differential 

equation as a starting point for the operator: 

𝑑2𝑥

𝑑𝑡2 +
𝑘

𝑚
𝑥 = 0                          (3-1) 

This second order differential equation describes an object with mass m suspended 

by a string with constant k. We can regard this as a simple (but incomplete) model of a 

mechanical-acoustical system, where the object may oscillate, thus creating pressure 

waves in the surrounding medium. None of the medium’s characteristics are included 

in the model, though. 

The solution to equation 3-1 is a periodic oscillation given by x(t) =

A cos(𝜔𝑡 + 𝜑), where x(t) is the position of the object at time t, A is the amplitude 

of the oscillation, 𝜔 = √𝑘
𝑚⁄  is the frequency of the oscillation, and 𝜑 is the initial 

phase. If 𝜑 = 0, we have that the object is not initially in equilibrium. 

The total energy of the object is in Newtonian physics given as the sum of the 

potential energy of the spring and the kinetic energy of the object, given by 

E =
1

2
𝑘𝑥2 +

1

2
𝑚𝑣2                      (3-2) 
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By substituting 𝑣 = 𝑑𝑥
𝑑𝑡⁄ , and 𝑥 = 𝐴 cos(𝜔𝑡 + 𝜑), we get 

E =
1

2
𝑚𝜔2𝐴2                         (3-3) 

From this, we immediately see that the energy of the object is proportional to 

both A and ω. Note that the energy E is implicitly a function of time. 

3.2.2 The continuous Teager energy operator 

Historically, the discrete version of the Teager Energy Operator was defined first. 

However, it is natural to begin with the continuous operator here. In continuous time, 

we define the Teager Energy Operator to be 

Ψ(x(t))=(�̇�2(t)) − x(t)�̈�(𝑡)                (3-4) 

Inserting x(t) = A cos(𝜔𝑡) into the equation above yields, 

Ψ(x(t))=𝐴2𝜔2                      (3-5) 

Which is the amplitude and frequency product squared. 

We now look at a digital signal x𝑛 given by 

x𝑛 = 𝐴 cos(Ω𝑛 + 𝜑)                   (3-6) 

Where Ω is the digital frequency Ω = 2πf /Fs, where φ is an arbitrary phase, f is 

the analog frequency, and Fs is the sampling frequency. 

The equation above has three parameters, which means that we in principle should 

be able to set up three different instances of this formula, and solve it to determine the 

three unknowns. To do this, we choose x𝑛, x𝑛−1 and x𝑛+1 as unknowns: 

x𝑛 = 𝐴 cos(Ω𝑛 + 𝜑)                   (3-7) 

x𝑛−1 = 𝐴 cos(Ω(𝑛 − 1) + 𝜑)               (3-8) 

x𝑛+1 = 𝐴 cos(Ω(𝑛 + 1) + 𝜑)               (3-9) 

By using the trigonometric identities we get 

x𝑛−1x𝑛+1 =  𝐴2 cos2(Ω𝑛 + 𝜑) − 𝐴2 sin2 Ω         (3-10) 

From this, we see that the first term of the sum is x𝑛
2 ; we can then write just 

𝐴2 sin2 Ω =  x𝑛
2 − x𝑛−1x𝑛+1               (3-11) 

If we restrict Ω to be positive and less than π/2, the solution above is exact and 

unique. In practice, this is when Ω is less than one quarter of the sampling frequency. 

The formula above can be approximated further if we notice that sin(Ω) ≈ Ω, 

for small Ωs. The approximation error is less than 11% if Ω < π/4. From Fig.3-1, we 

see that the largest deviation from sin(x) is at x = π/4. The ratio between the two 

functions is 1.11 at that point, which explains the 11% approximation error. We thus 
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end up with the following basic definition of the discrete Teager Energy Operator: 

Ψ[x𝑛] =  x𝑛
2 − x𝑛−1x𝑛+1                (3-12) 

So, for a given signal x[n], we can estimate the instantaneous energy of the signal 

by substituting for x in the formula above. 

 

Fig.3-1 Linear approximation of the sine function in the interval [0,
𝜋

4
] 

Own to only three samples are required for the energy computation at each time 

instant, TEO hold the ability to capture the transient energy fluctuations. But the 

forward difference method lead to high demodulation error, sensitive to noise and 

vibration interference. Therefore, to smooth the original discrete signal and improve the 

accuracy of demodulation, instead of forward difference the central finite difference 

sequence is adopted in the symmetrical difference analytic energy operator, which is 

expressed as: 

 

ẋ𝑛 =
𝑥𝑛+1−𝑥𝑛−1

2
                       (3-13) 

On the basis of analytic signal theory, amplitude demodulation and transient 

frequency can represent the characteristics of a signal. Combine the central-finite 

difference and analytic signal theory. 

Define the analytic energy operator as follows: 

Γ[x(t)] = 𝑥′(𝑡)�̂�(𝑡) − 𝑥(𝑡)�̂�′(𝑡)             (3-14) 
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where 𝑥′(𝑡) is the first derivative of  x(t), �̂�′(𝑡) is the first derivative of the 

�̂�(𝑡), �̂�(𝑡) is the HT transform of x(t). 

The discrete form of Eq.(3-13) as shown in Eq. (3-15)： 

Γ[x(n)] = 𝑥′(𝑛)�̂�(𝑛) − 𝑥(𝑛)�̂�′(𝑛)            (3-15) 

Use the central-finite difference replace the forward difference, substitute Eq. (3-

13) into Wq. (3-15), we get the central-finite difference energy operator: 

 

Γ[𝑥𝑛)] =
[𝑥𝑛+1−𝑥𝑛−1]∙ℎ[𝑥𝑛]

2
−

ℎ[𝑥𝑛+1−𝑥𝑛−1]∙𝑥𝑛

2
         (3-16) 

The result of TEO, DTEO, and ITEO signal demodulate show in Fig. 3-2. It shows 

that the ITEO can effectively reduce the noise, enhance the faint transient shock 

component of the raw vibration signals, and keep the symmetry and original amplitude 

of the raw signals. The enhanced signals are prone to extract the abnormal features. 

 

Fig.3-2. TEO, DTEO , ITEO signal processing 

3.2.3 The deep Learning Auto-encoder Algorithms 

An autoencoder is a special type of neural network, it is consist of three layers: the 

encoder layer, the hidden layer and the decoder layer as shown in Fig.3-3. The encoder 

maps the input data from a high-dimensional space into codes in a low-dimensional 

space, and the decoder reconstruct the input data from the corresponding codes. 
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Fig.3-3 Auto-encoder network structure 

Encoding: Given unlabeled fault sample data x, the encoder transforms the input 

vector x into a hidden representation h through the sigmoid function ( )f x . 

(1) (1)( ) ( )h f x S W x b                      (3-17) 

Decoding: the vector h is transformed back to a reconstruction vector y through 

the g𝜃′(ℎ). 

y = g𝜃′(ℎ) = S(𝑊(2)x + 𝑏(2))              (3-18) 

Where S is an activation function:S(t) = 1
(1 − 𝑒−𝑡)⁄ , θ = {𝑊(1), 𝑏(1)} is the 

encoder parameter set. θ′ = {𝑊(2), 𝑏(2)}  is the decoder parameter set. 

The autoencoder training aims to optimize the parameter set θ and, θ′ minimizing 

the reconstruction error. 

' ',
argmin min ( , ( ))L x g h

  
                (3-19) 

The cross entropy function is usually used to represent the reconstruction error 

1
( , ) ( ln (1 ) ln(1 ))L x y x y x y

m
                (3-20) 

3.2.4 Principal component analysis 

Principal component analysis (PCA) is a mathematical algorithm that reduces the 

dimensionality of the data while retaining most of the variation in the data set1. It 

accomplishes this reduction by identifying directions, called principal components, 

along which the variation in the data is maximal. By using a few components, each 

sample can be represented by relatively few numbers instead of by values for thousands 

of variables. Samples can then be plotted, making it possible to visually assess 

similarities and differences between samples and determine whether samples can be 
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grouped. 

The basics of PCA can be explained with simple eometrical interpretations of the 

data. To allow for such interpretations, the normalized vibration signal of the faulty 

bearing is shown in Figure 3-4(a). PCA identifies new variables, the principal 

components, which are linear combinations of the original variables. The two principal 

components  for our two-dimensional vibration signal are shown in Figure 3-4(b). 

  

(a) (b) 

Fig.3-4 Principal component analysis (PCA) of discrete data 

 

It is easy to see that the first principal component is the direction along which the 

samples show the largest variation. The second principal component is the direction 

uncorrelated to the first component along which the samples show the largest variation. 

If data are standardized such that each signal is centered to zero average expression 

level, the principal components are normalized eigenvectors of the covariance matrix 

of the signals and ordered according to how much of the variation present in the data 

they contain. Each component can then be interpreted as the direction, uncorrelated to 

previous components, which maximizes the variance of the samples when projected 

onto the component. 

PCA  provides  a  means  to compress the data dimension and eliminate the 

correlation among different statistical features. Given a set of n dimension feature 

vectorsX = (𝑥1, 𝑥2, ⋯ 𝑥𝑚, ) , where n and m can be considered as the  number of 

observations and measured variables. The principal component decomposition of X can 

be represented as: 

1

m
T T

i i

i

X QP q p


                      （3-21） 

where 
n

iq R ,
m

ip R  are  respectively the score vector and loading vector. And 
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the Q is the score matrix and P is the loading matrix. 

Calculate the covariance ∑(𝜆1, 𝜆2, ⋯ , 𝜆𝑚) of matrix X, where 𝜆1, 𝜆2, ⋯ , 𝜆𝑚 are 

the eigenvalues and they are sorted in descending order, 𝑃 = (𝑝1, 𝑝2, ⋯ , 𝑝𝑚, )are the 

corresponding eigenvectors. According to the matrix decomposition theorem： 

1

1

     0

p  p

0

m
T T

i i i

i

m

P P








 
 

  
  

                （3-22） 

where P is the unit orthogonal matrix   

0,

1,

T

i j

i j
p p

i j


 


                    （3-23） 

Simultaneous right-multiplying 𝑝𝑖 at both ends of Eq. (3-19): 

1 1 2 2

T T T

i i i m m iXp q p p q p p q p p        （3-24） 

i iq Xp                        （3-25） 

Eq. (3-21) could be rewritten as: 

                    ˆX X E                           (3-26) 

          
1

ˆˆ ˆ
l

T T

i i

i

X q p QP


  ,
1

m
T T

i i

i l

E q p QP
 

                 (3-27) 

where �̂� is principal score matrix �̂� ∈ 𝑅𝑛×𝑙, �̂� = 𝑋�̂�，�̂� is principal loading 

matrix, �̂� ∈ 𝑅𝑛×𝑚，𝑙 is the number of principal components and it is far smaller than 

n. �̂� represents the principal element model of X, E is the error matrix, 𝑄 ̃is residual 

score matrix, 𝑃 ̃is residual loading matrix. Generally, the cumulative variance 

contribution rate method is used to determine the number of retained principals. 

3.3 ITEO-AE based fault diagnosis 

A flow diagram of the proposed ITEO-AE-PCA based fault diagnosis scheme is 

shown in Fig. 3-5. The diagnosis process of the low speed rolling bearings is divided 

into two stage: training stage and testing stage. 

Training stage: 

 The normal signals and single abnormal state fault signals is demodulated by 

ITEO to improve the signal to noise ratio(SNR). 

 Construct N samples with the ITEO processed signal. Then put samples into 

the AE model to adaptive extract fault extract.  

 Build the diagnosis model by PCA method based on the AE extracted features. 

Testing stage: 
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 Demodulate the test signals by ITEO. 

 Construct the N samples with ITEO processed test signal and adaptive extract 

the features by AE.  

 Map the extractd features to training stage PCA space and judge the condition 

of bearing. 

 

 

Fig.3-5 Flowchart of the proposed method 

 

3.4 Case study 

3.4.1 Experiment platforms 

In order to verify the effectiveness of the proposed AE-ITEO, raw signals of 

bearings in different states (normal, outer race fault, inner race fault, and roller fault) 

were collected from the experimental platform, as shown in Fig.3-6. There are three 

kinds of fault in the bearing. The bearing failure is due to manual cutting, the depth of 

damage is 0.3 mm, 5.0mm in width. In addition, we have added the measurement of 

various fault signals when the lubrication is poor. The signals sampling frequency is 

100 kHz，and the sampling time was approximately 20s. In order to verify the effect 

of low-speed running bearing fault diagnosis，three kinds of rotating speeds in this 

experimental design, 50 rpm, 70 rpm and 100 rpm.  
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Acceleration sensor
AE sensor

 

   

Fig.3-6 Experimental platform for low speed rolling bearings 

 

3.4.2 Intelligent diagnosis based on proposed method 

1) ITEO fault features extract process 

In this section, bearing signal of normal condition, inner race fault condition, outer 

race fault condition and roller fault are selected to verify the effectiveness of proposed 

method. The data of the faulty bearing at 100 RPM is selected. And the wound size is 

5.0W＊0.3d. The signals sampling frequency is 10 kHz to ensure that the length of each 

sample contains the information more than one turn. Each sample length is 16384. In 

this experiment, 20 samples are selected for training and 3 samples are selected for 

testing. So, the signal length of each state is 23*16384. The signals of four types rolling 

bearings is processed by ITEO respectively. The result of the inner race fault signals 

processed by ITEO is shown in Fig.3-7. Compared to the raw signals, the noise of the 

signals are reduced by ITEO, and the weak transient shock component of the raw 

signals are enhanced. 
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Fig.3-7 Signal processed by ITEO 

2) Adaptive extract fault features based on AE 

First divide the ITEO processed signal into 23 samples, the signal length of each 

sample is 16384. Among them, 20 samples are selected for training and 3 samples are 

selected for testing. The encoding layer, hidden layer and decoding layer dimensions of 

the AE features extract model are 16384, 200 and 16384, respectively. Manual 

experiment shows, when set the learning rate to 0.9 and the number of iterations to 300, 

it can get better diagnosis result. Therefore, it use the above parameters to initialize the 

AE model. After continuous iterative training, it can get the value of the AE hidden 

layer and retain the features parameters. Four types of rolling bearing correspond to 80 

training samples. Visualize the features result show in Fig.3-8: 

 

Fig.3-8 AE fault features extract 

Fig.3-8 shows that the raw signal is rather messy and the features extracted by AE 

are relatively orderly, which provides a good basis for further PCA analysis. 

3) Diagnosis model building by PCA. 

The features adaptive extracted by AE are substituted into the PCA model. It takes 



 

48 

 

the 80 (20*4) samples for training, and the 12 (3*4) samples for testing. The cumulative 

contribution rate of different principal elements is shown in Fig.3-9. 

 

Fig.3-9 Cumulative contribution rate 

It can be seen from the Fig. 3-9, the cumulative contribution rate of the first 

principal element and the second principal element over 89%. So, it select the 

coefficient of the first principal component and the second principal component to build 

the model. The coefficients are multiplied to obtain the principal component scores, and 

then map the scores of each sample on a two-dimensional plane. The testing samples 

component scores are been mapped on the same PCA model. The results of the PCA 

fault identification is shown in Fig.3-10. 

 

 

Fig.3-10 The diagnostic result （RBM100） 

Circles, triangles, squares and five-pointed stars represent the four types of normal 
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bearing, out race fault, inner race fault, and roller fault. And the red hollow shape 

represents the training data, and the black solid shape represents the test data. Under 

the 100 RPM operating condition, the training data and testing data are coincident, the 

proposed method can accurate distinguish and classify the four states of the bearings. 

It proved the effectiveness of the proposed method. 

3.5 Comparative Experiment 

3.5.1 Traditional artificially designed characteristic parameters  

In order to validate the ITEO-AE-PCA diagnosis effect, the same rolling speed 

bearings signals (70RBM) is processed by the traditional artificially designed 

characteristic parameters to extract the features. After the ITEO signal processing, the 

characteristics of the signal are calculated by the following characteristic formula. 
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where N is the dimension of the signal, f is frequency, s(f) is transient spectrum, 

1,2,i N 。 
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In addition, in order to eliminate the influence of the amplitude variation caused 

by the fluctuation of the amplifier voltage, before calculating the characteristic 

parameters, normalize the transient spectrum by Eq. (3-34) and normalize the feature 

parameters by Eq.(3-35). 

     
1

' '
N

i i i

i

S f S f S f



                     (3-36) 

where 
 '

iS f
 and 

 iS f
 is the transient spectrum before and after normalization, 

respectively. 

 '=i i ni nip p p Sp                      (3-37) 

where ip
and

'
ip
is the characteristic parameters before and after normalization, 

respectively. nip and niSp  are the mean and standard deviation of the characteristic 

parameters. 

The signals of four types rolling bearings (normal, outer race fault, inner race fault, 

roller fault) with 70RBM is calculated by the above formula to obtain the characteristic 

parameters. Substitutie the characteristic parameters into the PCA model, and map the 

principal component scores on the two-dimensional plane. The distribution result is 

shown in Fig.3-11. 

  

a. Traditional method 
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b. Proposed method 

Fig.3-11 The diagnostic result 

Due to low vibration energy, fault features of rolling bearings under low speed 

operating conditions is prone to be submerged and distorted by the background noise 

interference, the artificial feature extraction method lead to the fault classification 

aliasing phenomenon(As shown in Fig.10.a). The proposed ITEO-AE-PCA model 

could accurate realize the fault diagnosis of low speed rolling bearings. 

3.5.2 No processed by ITEO 

Construct N samples with the raw signals(without processing by ITEO), put the 

samples into the AE model to adaptive extract fault feature. Map the extractd features 

to trained PCA space and the result show in Fig.3-12 
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Fig.3-12 The diagnostic result (without ITEO) 

The low speed rolling bearings vibration signals is prone to be interference, it is 

difficult to extract the effective fault feature from low signal to noise ratio samples 

which led to the poor diagnostic result. 

3.6 Summary 

In this section, an ITEO-AE-PCA based low speed rolling bearing features extract 

and accurate fault diagnosis is proposed. ITEO is used to reduce the noise and enhance 

the transient features of the raw signal under the complex operating environments. AE 

can adaptive extract the fault features without depending on human experience and 

prior knowledge. PCA map the fault features signals extracted by AE into a low-

dimensional subspace. The ITEO-AE-PCA model is performed well in the diagnosis of 

real low speed rolling bearings with different faults. The effectiveness of the proposed 

method is further verified by comparison with conventional feature parameter methods. 
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4. Diagnosis for early fault bearing 

4.1 Introduction 

The bearing fault diagnosis method based on state-space principal component 

tracking filtering (SPCTF) proposed in Chapter 2 can effectively extract the fault 

characteristics of high-speed (500RPM-1500RPM) running bearings, and analyze their 

fault types through envelope spectrum. For low-speed running bearing fault diagnosis, 

the traditional method of judging fault types by fault characteristic frequency is difficult 

to diagnose bearing faults [119-123]. For this reason, a fault diagnosis model based on 

the ITEO-AE method is established. Experiments show that this method can realize 

low-speed running bearing fault online diagnosis. ITEO can effectively extract low-

speed bearing fault features, but due to the poor robustness of the deep learning AE 

method, especially when the probability distribution of test samples and training 

samples is quite different, the diagnosis effect is not good. For the early low-speed 

bearing fault, due to the small size of the wound, the fault characteristic signal is easily 

submerged, and this method cannot effectively identify the fault type of the rolling 

bearing. Restricted Boltzmann machine (RBM) is one of the deep learning methods, 

which can extract the characteristics of self-adaptive signals compared to the RBM 

method and the conventional feature parameter method, and relies on human experience 

and expertise at the time of equipment diagnosis. Therefore, it is suitable for extracting 

characteristic parameters of abnormal signals in early fault bearings for which precise 

diagnosis is difficult. Furthermore, we propose a method for discriminating the type of 

anomaly by integrating the characteristic parameters extracted from RBM by the 

principal component analysis method [124-127]. 

As a deep learning classifier, RBM is widely used in the field of data processing. 

In this context, two approaches are usually followed. First, an RBM is trained in an 

unsuper vised manner to model the distribution of the inputs. Then, the RBM is used in 

one of twoways: either its hidden layer is used to preprocess the input data by replacing 

it with the representation given by the hidden layer, or the parameters of the RBM are 

used to initialize a feedforward neural network. In both cases, the RBM is paired with 

some other learning algorithm (the classifier using the preprocessed inputs or the neural 

network) to solve the supervised learning problem at hand. This approach unfortunately 

requires one to tune both sets of hyper-parameters (those of the RBM and of the other 

learning algorithm) at the same time. Moreover, since the RBM is trained in an 
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unsupervised manner, it is blind to the nature of the supervised task that needs to be 

solved and provides no guarantees that the information extracted by its hidden layer 

will be useful. Based on the Classification Restricted Boltzmann Machine(CRBM) 

approach and learning algorithms address both aforementioned issues[128]. 

This section proposed a low speed rolling bearing fault diagnosis based on improved 

Teager energy operator (HDTEO) and classification Restricted Boltzmann machine 

(CRBM) model adaptive symptom parameters extraction. The combination of HDTEO 

and CRBM is performed to adaptive extract the symptom parameters of fault diagnosis. 

Based on the principal component analysis (PCA) diagnosis model, it can discriminate 

the fault condition of low speed rolling bearing. The effectiveness of the proposed 

method is validated by low speed rolling bearing fault diagnosis experiment. 

4.2 Principle of the proposed algorithm 

4.2.1 The restricted Boltzmann machines 

The restricted Boltzmann machine (RBM) is a probabilistic model that uses a layer 

of hidden binary variables or units to model the distribution of a visible layer of 

variables as shown in Fig.4-1. It has been successfully applied to problems involving 

high dimensional data such as images and text [129-132]. For a given state vector h and 

v, the current energy function of the RBM can be expressed as: 

 , T T TE a v b h h Wv   v h                         (4-1) 

 

 

Fig. 4-1 The restricted Boltzmann machines model 

With the energy function, we can define the state of the RBM as the probability 

distribution of a given v, h as: 

   ,1
,

E
p e

Z




v h
v h

                                  (4-2) 

The conditional distribution P(h|v) can be expressed as: 
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where Z′is the new normalization coefficient, and the expression is: 

'
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As described above, since there is no coupling between the elements in the layer, 

the conditional probabilities of the visible element and the hidden element are expressed 

in equations (4-5) and (4-6). 

 1i i ij j

j

p v a h 
 

   
 

h

                              (4-5) 

 1j j ij i

i

p h b v 
 

   
 

v

                               (4-6) 

Where   is a sigmoid function. 

 

4.2.2 The Classification Restricted Boltzmann Machines 

The Classification Restricted Boltzmann Machine (CRBM) models the joint 

distribution of an input x = (𝑥1, 𝑥2, ⋯ , 𝑥𝐷) and target class y ∈ {1,2, ⋯ C} using a 

hidden layer of binary stochastic units h = (ℎ1, ℎ2, ⋯ , 𝑥𝐻) . This is done by first 

defining an energy function: 

E(y, x, h) = −ℎ𝑇𝑊𝑥 − 𝑏𝑇𝑥 − 𝑐𝑇ℎ − 𝑑𝑇𝑒𝑦 − ℎ𝑇𝑈𝑒𝑦         (4-7) 

with parameters Θ = (W, b, c,d, U) and where 𝑒𝑦 = (1𝑖=𝑦)𝑖=1
𝐶  is the “one out of 

C” representation of y. From the energy function, we assign probabilities to values of y, 

x and h as follows: 

p(y, x, h) =
exp (−𝐸(𝑦,𝑥,ℎ))

𝑍
                    (4-8) 

Where Z is a normalization constant (also called partition function) which ensures 

that Equation 1 is a valid probability distribution. We will assume that the elements of 

x are binary, but extensions to real-valued units on bounded or unbounded intervals are 
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straightforward. An illustration of the Class RBM is given in Fig.4-2. 

 

 

Fig.4-2 Illustration of a Classification Restricted Boltzmann Machine 

 

Unfortunately, computing p(y, x, h) or p(y, x) is typically intractable. However, 

it is possible to sample from the ClassRBM, using Gibbs sampling, that is, alternating 

between sampling a value for the hidden layer given the current value of the visible 

layer (made of variables x and the 𝑒𝑦 representation of y), and vice versa. All the 

required conditional distributions are very simple. 

When conditioning on the visible layer, we have 

p(ℎ|𝑦, 𝑥) = ∏ 𝑝(ℎ𝑗|𝑦, 𝑥)𝑗 , with 𝑝(ℎ𝑗 = 1|𝑦, 𝑥) = sigm(𝑐𝑗 + 𝑈𝑗𝑦 + ∑ 𝑊𝑗𝑖𝑗 𝑥𝑖)（4-9） 

where sigm(a) = 1/(1 + exp(−a)) is the logistic sigmoid function. When 

conditioning on the hidden layer, we have 

 

p(𝑥|ℎ) = ∏ 𝑝(𝑥𝑖|ℎ)𝑗 , with 𝑝(𝑥𝑖 = 1|ℎ) = sigm(𝑏𝑖 + ∑ 𝑊𝑗𝑖𝑗 ℎ𝑗)    (4-10) 

 

p(𝑦|ℎ) =
exp (𝑑𝑦+∑ 𝑈𝑗𝑦𝑗 ℎ𝑗)

∑ exp (𝑑𝑦∗+∑ 𝑈𝑗𝑦𝑗 ℎ𝑗)𝑦∗
                 (4-11) 

It is also possible to compute p(y|x) exactly and hence perform classification. 

Indeed, noticing that: 

∑ ⋯ ∑ exp (ℎ𝑇𝑊𝑥 + 𝑏𝑇𝑥 + 𝑐𝑇ℎ + 𝑑𝑇𝑒𝑦 + ℎ𝑇𝑈𝑒𝑦)

ℎ𝐻∈{0,1}ℎ1∈{0,1}

 

= exp (𝑑𝑦) ∑ exp (ℎ1(𝑐1 + 𝑈1𝑦 + ∑ 𝑊1𝑖𝑥𝑖

𝑖

))

ℎ1∈{0,1}

⋯ ∑ exp (ℎ𝐻(𝑐𝐻 + 𝑈𝐻𝑦

ℎ𝐻∈{0,1}

+ ∑ 𝑊𝐻𝑖𝑥𝑖

𝑖

)) 
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=  exp (𝑑𝑦)(1+exp(𝑐1 + 𝑈1𝑦 + ∑ 𝑊1𝑖𝑥𝑖𝑖 )) ⋯ (1+ exp(𝑐𝑛 + 𝑈𝐻𝑦 + ∑ 𝑊𝑛𝑖𝑥𝑖𝑖 )) 

=  exp (𝑑𝑦 + ∑ log (1 + exp (𝑐𝑗 + 𝑈𝑗𝑦 + ∑ 𝑊𝑗𝑖𝑥𝑖𝑖 ))𝑗 )     

=  exp (𝑑𝑦 + ∑ softolus (𝑐𝑗 + 𝑈𝑗𝑦 + ∑ 𝑊𝑗𝑖𝑥𝑖𝑖 )𝑗 )                    (4-12) 

where softolus (a) = log(1+exp(a)), then we can write 

p(𝑦|𝑥) =
exp (−𝐹(𝑦,𝑥))

∑ exp (−𝐹(𝑦,𝑥))𝑦∗∈{1,⋯,𝐶}
                 (4-13) 

Where 𝐹(𝑦, 𝑥) is referred to as the free energy. Precomputing the terms 𝑐𝑗 +

∑ 𝑊𝑗𝑖𝑥𝑖𝑖  and reusing them when computing softolus (𝑐𝑗 + 𝑈𝑗𝑦∗ + ∑ 𝑊𝑗𝑖𝑥𝑖𝑖 ) for all 

classes 𝑦∗  yields a procedure for computing this conditional distribution in time 

O(HD+HC). 

One way of interpreting Equation 2 is that, when assigning probabilities to a 

particular class y for some input x, the ClassRBM looks at how well the input x fits or 

aligns with the different filters associated with the rows 𝑊𝑗 of W. These filters are 

shared across the different classes, but different classes will make comparisons with 

different filters by controlling the class-dependent biases 𝑈𝑗𝑦  in the softolus (𝑐𝑗 +

𝑈𝑗𝑦 + ∑ 𝑊𝑗𝑖𝑥𝑖𝑖 ) terms. Notice also that two similar classes could share some of the 

filters in W, that is, both could simultaneously have large positive values of 𝑈𝑗𝑦 for 

some of the rows 𝑊𝑗. 

4.2.3 Feature extraction by CRBM 

Fig.4-3 shows the flow of the self-adaptive feature extraction method by CRBM. 

According to Fig.4-3, the measured vibration signals of each single state are first 

reconstructed for the training sample (the reconstructed sample is X). Divide X into a 

training sample and a validation sample. The training sample is input to the CRBM 

model and trained. 

 

Fig.4-3 Flow of signal self-adaptive feature extraction method by CRBM 
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The input dimension of the CRBM model is the data length of the sample. For 

example, if the data length of the sample is 16384, the input dimension is also 16384. 

The number of elements in the CRBM hidden layer is the number of feature parameters. 

The hidden layer of the trained CRBM model corresponds to the feature parameter. By 

this method, it is possible to extract the characteristic parameters of each state signal by 

self-adaptation. 

In order to integrate the structural feature parameters by principal component 

analysis, first, the calculated structural feature parameter values (P) are normalized. 

Equation (3-14) is used for m main components (z1 to zm). 

 

1 11 1 1

1

m

m n nm m

z a a p

AP

z a a p

     
    

     
         

                (4-14) 

Here, P is a feature parameter sequence, A is called a coefficient matrix, and the 

coefficient aij is obtained from the data in the normal state (or reference state). Further, 

assuming that the eigenvalues of the covariance matrix of the structural feature 

parameter psi'obtained in the normal state (or the reference state) are λ1 to λm, λi is the 

standard deviation of the i-th principal component. 

First, the signal of the reference state, which is the single abnormal state (outer 

race fault, inner race fault, roller fault) is HDTEO processed, the signal is divided into 

samples, and the characteristic parameters are extracted by CRBM. Using the feature 

parameter value as training data, the discriminant function (main component) for 

identifying a single state is obtained by Eq. (3-14). The first and second principal 

components obtained by the reference state discrimination function are represented by ,. 

Here, O (outer ring wound), I (inner ring wound), R (rolling body injury). 

Then, let the first and second principal components at the time of diagnosis 

obtained by substituting the CRBM feature parameter values extracted from the data 

measured at the time of diagnosis into the principal component coefficients of each 

reference state. The contents described above are summarized in the table below. 
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Table 4-1 principal component coefficients 

Training principal component 
ikz  Diagnosis principal component i xz  

1 1
, , 1

M

k j jk
k O I R j

z a p
 


 

2 2
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M

k j jk
k O I R j

z a p
 


 

1 1

1
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x j jx
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z a p



 

2 2
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M

x j j x

j

z a p



 

4.3 The early fault diagnosis based on HDTEO-CRBM 

The diagnosis processing method proposed in this section is described. The flow 

of the diagnostic method is shown in Fig.4-4. In the offine diagnosis stage, the HDTEO 

of the vibration signal measured in each reference state, that is, each single abnormal 

state (outer race fault, inner race fault, roller fault) is calculated, and different kinds of 

fault features are adaptively extracted by CRBM.  

The principal component analysis of the characteristic parameters of each 

abnormal component extracted by CRBM is performed, and the first principal 

component coefficient, the second principal component coefficient, and the respective 

principal component scores are obtained. At the time of diagnosis, the HDTEO of the 

measured vibration signal is first obtained as in the learning stage, and the self-adaptive 

characteristic parameters are calculated using the good model learned in the learning 

stage. Next, the first principal component score and the second principal component 

score are matched with the principal component section of each reference state, and the 

abnormality type is specified by inference based on the matching score. 
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Fig.4-4 The faut diagnosis flowchart of the proposed method 

4.4 Case study 

4.4.1 Experiment platforms 

In order to verify the effectiveness of the proposed method, raw signals of bearings 

in different states (normal, outer race fault, inner race fault, and roller fault) were 

collected from the experimental platform, as shown in Fig.4-5. There are three kinds of 

beatings in the bearing as shown in Fig.4-5, Fig. 4-6, and Fig.4-7. In order to more 

realistically simulate the early failure data, the bearing failure is due to manual cutting, 

the depth of damage is 0.3 mm, and four different sizes of faults in total from 0.6mm 

to 5.0mm in width as shown in Table 4-2. In addition, we have added the measurement 

of various fault signals when the lubrication is poor. The signals sampling frequency is 

100 kHz，and the sampling time was approximately 20s. As shown in Table 4-3, there 

are eight kinds of rotating speeds in this experimental design, 10 rpm, 20 rpm, 30 rpm, 

40 rpm, 50 rpm, 60 rpm, 70 rpm and 100 rpm. The naming methods of different 

vibration signals are shown in the Table 4-3, Table 4-4 and Table 4-5. 
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W: 0.6    D: 0.3 W: 1.2    D: 0.3 

  

W: 2.0    D: 0.3 W: 5.0    D: 0.3 

Fig.4-5 The outer race fault bearings 

 

  

W: 0.6    D: 0.3 W: 1.2    D: 0.3 
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W: 2.0    D: 0.3 W: 5.0    D: 0.3 

Fig.4-6 The roller fault bearings 

 

  

W: 0.6    D: 0.3 W: 1.2    D: 0.3 

 

 

W: 2.0    D: 0.3 W: 5.0    D: 0.3 

Fig.4-7 The inner race fault bearings 



 

63 

 

Table 4-2 Low Speed Bearing Failure Types 

Type of failure Lubrication Model Wound size 

Outer race 

Lubrication normal N312 0.6W＊0.3d 

Lubrication normal N312 1.2W＊0.3d 

Lubrication normal N312 2.0W＊0.3d 

Lubrication normal N312 5.0W＊0.3d 

Poor lubrication 1312 2.0W＊0.3d 

 

 

 

Type of failure Lubrication Model Wound size 

Inner race 

Lubrication normal NU312 0.6W＊0.3d 

Lubrication normal NU312 1.2W＊0.3d 

Lubrication normal NU312 2.0W＊0.3d 

Lubrication normal NU312 5.0W＊0.3d 

Poor lubrication 1312 2.0W＊0.3d 

 

Type of failure Lubrication Model Wound size 

Roller race 

Lubrication normal NU312 0.6W＊0.3d 

Lubrication normal NU312 1.2W＊0.3d 

Lubrication normal NU312 2.0W＊0.3d 

Lubrication normal NU312 5.0W＊0.3d 

 

Table 4-3 Outer race fault data naming 

Ty

pe 
Outer race fault 

Mo

del 

N312 1312 

RP

M 

CH7 CH8 CH7 CH8 CH7 CH8 CH7 CH8 CH7 CH8 

10 

O_0603

_10_A 

O_0603

_10_E 

O_1203

_10_A 

O_1203

_10_E 

O_2003

_10_A 

O_2003

_10_E 

O_5003

_10_A 

O_5003

_10_E 

O_1_10_

A 

O_13200

3_10_E 
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20 

O_0603

_20_A 

O_0603

_20_E 

O_1203

_20_A 

O_1203

_20_E 

O_2003

_20_A 

O_2003

_20_E 

O_5003

_20_A 

O_5003

_20_E 

O_12003

_20_A 

O_12003

_20_E 

30 

O_0603

_30_A 

O_0603

_30_E 

O_1203

_30_A 

O_1203

_30_E 

O_2003

_30_A 

O_2003

_30_E 

O_5003

_30_A 

O_5003

_30_E 

O_12003

_30_A 

O_1003_

30_E 

40 

O_0603

_40_A 

O_0603

_40_E 

O_1203

_40_A 

O_1203

_40_E 

O_2003

_40_A 

O_2003

_40_E 

O_5003

_40_A 

O_5003

_40_E 

O_12003

_40_A 

O_12003

_40_E 

50 

O_0603

_50_A 

O_0603

_50_E 

O_1203

_50_A 

O_1203

_50_E 

O_2003

_50_A 

O_2003

_50_E 

O_5003

_50_A 

O_5003

_50_E 

O_12003

_50_A 

O_2003_

50_E 

60 

O_0603

_60_A 

O_0603

_60_E 

O_1203

_60_A 

O_203_

60_E 

O_2003

_60_A 

O_2003

_60_E 

O_5003

_60_A 

O_5003

_60_E 

O_12003

_60_A 

O_12003

_60_E 

70 

O_0603

_70_A 

O_0603

_70_E 

O_1203

_70_A 

O_1203

_70_E 

O_2003

_70_A 

O_2003

_70_E 

O_5003

_70_A 

O_5003

_70_E 

O_12003

_70_A 

O_12003

_70_E 

10

0 

O_0603

_100_A 

O_0603

_100_E 

O_1203

_100_A 

O_1203

_100_E 

O_2003

_100_A 

O_2003

_100_E 

O_5003

_100_A 

O_5003

_100_E 

O_12003

_100_A 

O_12003

_100_E 

 

Table 4-4 Roller fault data naming 

Typ

e 

Roller fault 

Mod

el 

NU312 

RP

M 

CH7 CH8 CH7 CH8 CH7 CH8 CH7 CH8 

10 

E_0603_10

_A 

E_0603_10

_E 

E_1203_10

_A 

E_1203_10

_E 

E_2003_10

_A 

E_2003_10

_E 

E_5003_10

_A 

E_5003_10

_E 

20 

E_0603_20

_A 

E_0603_20

_E 

E_1203_20

_A 

E_1203_20

_E 

E_2003_20

_A 

E_2003_20

_E 

E_5003_20

_A 

E_5003_20

_E 

30 

E_0603_30

_A 

E_0603_30

_E 

E_1203_30

_A 

E_1203_30

_E 

E_2003_30

_A 

E_2003_30

_E 

E_5003_30

_A 

E_5003_30

_E 

40 

E_0603_40

_A 

E_0603_40

_E 

E_1203_40

_A 

E_1203_40

_E 

E_2003_40

_A 

E_2003_40

_E 

E_5003_40

_A 

E_5003_40

_E 

50 

E_0603_50

_A 

E_0603_50

_E 

E_1203_50

_A 

E_1203_50

_E 

E_2003_50

_A 

E_2003_50

_E 

E_5003_50

_A 

E_5003_50

_E 
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60 

E_0603_60

_A 

E_0603_60

_E 

E_1203_60

_A 

E_1203_60

_E 

E_2003_60

_A 

E_2003_60

_E 

E_5003_60

_A 

E_5003_60

_E 

70 

E_0603_70

_A 

E_0603_70

_E 

E_1203_70

_A 

E_1203_70

_E 

E_2003_70

_A 

E_2003_70

_E 

E_5003_70

_A 

E_E_5003_

70_E 

100 

E_0603_10

0_A 

E_0603_10

0_E 

E_1203_10

0_A 

E_1203_10

0_E 

E_2003_10

0_A 

E_2003_10

0_E 

E_5003_10

0_A 

E_5003_10

0_E 

 

Table 4-5 Inner race fault data naming 

Typ

e 

Inner race fault 

Mo

dele 

NU312 1312 

RP

M 

CH7 CH8 CH7 CH8 CH7 CH8 CH7 CH8 CH7 CH8 

10 

I_0603_

10_A 

I_0603_

10_E 

I_1203_

10_A 

I_1203_

10_E 

I_2003_

10_A 

I_2003_

10_E 

I_5003_

10_A 

I_5003_

10_E 

I_12003

_10_A 

I_12003

_10_E 

20 

I_0603_

20_A 

I_0603_

20_E 

I_1203_

20_A 

I_1203_

20_E 

I_2003_

20_A 

I_2003_

20_E 

I_5003_

20_A 

I_5003_

20_E 

I_12003

_20_A 

I_12003

_20_E 

30 

I_0603_

30_A 

I_0603_

30_E 

I_1203_

30_A 

I_1203_

30_E 

I_2003_

30_A 

I_2003_

30_E 

I_5003_

30_A 

I_5003_

30_E 

I_12003

_30_A 

I_12003

_30_E 

40 

I_0603_

40_A 

I_0603_

40_E 

I_1203_

40_A 

I_1203_

40_E 

I_2003_

40_A 

I_2003_

40_E 

I_5003_

40_A 

I_5003_

40_E 

I_12003

_40_A 

I_12003

_40_E 

50 

I_0603_

50_A 

I_0603_

50_E 

I_1203_

50_A 

I_1203_

50_E 

I_2003_

50_A 

I_2003_

50_E 

I_5003_

50_A 

I_5003_

50_E 

I_12003

_50_A 

I_12003

_50_E 

60 

I_0603_

60_A 

I_0603_

60_E 

I_1203_

60_A 

I_1203_

60_E 

I_2003_

60_A 

I_2003_

60_E 

I_5003_

60_A 

I_5003_

60_E 

I_12003

_60_A 

I_12003

_60_E 

70 

I_0603_

70_A 

I_0603_

70_E 

I_1203_

70_A 

I_1203_

70_E 

I_2003_

70_A 

I_2003_

70_E 

I_5003_

70_A 

I_5003_

70_E 

I_12003

_70_A 

I_12003

_70_E 

100 

I_0603_

100_A 

I_0603_

100_E 

I_1203_

100_A 

I_1203_

100_E 

I_2003_

100_A 

I_2003_

100_E 

I_5003_

100_A 

I_5003_

100_E 

I_12003

_100_A 

I_12003

_100_E 
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4.4.2 Intelligent diagnosis based on proposed method 

In order to verify the effectiveness of the method proposed in this study, a bearing 

with a single artificial scratch (outer race fault, inner race fault, and roller fault) was 

used as an experimental installed in the rotating machine. It was attached and a 

verification experiment was conducted. The size of the bearing scratches used in the 

verification content of this report is outer ring scratches, inner ring scratches. In order 

to better simulate the early failure of real bearings, in this experiment, the rolling 

bearings with scratch size 5 0.6 mm * 0.3 mm (W * D) are selected.  

1) The extraction of the early low-speed rolling bearings 

The HDTEO method is used to process signals measured in a single bearing state 

(normal state, outer ring scratches, inner ring scratches and rolling element scratches). 

The length (number) of discrete signals in each state is 376832. The results at 20 RPM 

will be used below. Fig.4-8 shows the result of HDTEO processing. From Fig.4-8, it 

can be seen that the instantaneous signal can be strengthened and the impact component 

in the signal can be detected by HDTEO processing, and the characteristics of the 

processed signal can be clearly confirmed. 

 

 

 

(a) 
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(b) 

 

 

(c) 
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(d) 

Fig.4-8 Comparison before and after fault feature 

extraction 

 

2) Adaptive feature parameter extraction based on CRBM 

Feature parameters are self-adaptively extracted by CRBM from the signal 

processed by HDTEO. The rotation speed is 10-100 RPM. The data length of the 

sample is 16384 to include information for one or more rotations. The number of 

samples in this paper is 23. Among them, the number of learning samples is 20, and the 

number of verification samples is 3. That is, the signal length of each state is set to 

376832 (23 * 16384). The experimental results at 10 RPM are shown below as an 

example. 

The number of hidden layers of CRBM is 50, and the number of repeated learnings 

is 300. Set the Batch size to 80 and the learning rate to 0.01. The number of dimensions 

input to CRBM is 16384, which is the same as the sample data length. The number of 

input samples in the learning stage is 80 (20X4, 4 types), and Fig. 7 shows the input 

data in the learning stage and the data that has been trained by CRBM. As shown in Fig. 

7, it can be seen that the raw data is distorted before processing, but it becomes clean 

after learning by CRBM. It should be noted that there is no method for theoretically 

determining the optimum network structure in deep learning, and the current situation 

is that it is determined by trial and error. 
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Fig.4-9 CRBM based fault feature extraction 

3) The low-speed early fault diagnosis based on proposed method 

The feature parameters extracted self-adaptive by CRBM are analyzed by the PCA 

method to obtain eigenvalues, contribution rate and cumulative contribution rate. Table 

2 shows the eigenvalues, contributions, and cumulative contributions obtained by PCA 

analysis at 10 RPM. 

From Table 4-6, the cumulative contribution rate of the first and second 

eigenvalues in the learning stage is 80% or more. Then, bearing abnormality diagnosis 

is performed using the first and second principal components. Plot the principal 

components on the axis system. When the scores of the first and second principal 

components of each state are plotted in coordinates, a crowd of each state in the learning 

stage appears. That is, points in different fault states appear at distant places, and points 

in the same fault state appear at places close to each other. 

Table 4-6 Eigenvalues, contributions and cumulative contributions 

 Eigenvalues contributions（％） 

cumulative 

contributions

（％） 

1 87389.54 55.4950 55.4950 

2 54313.86 34.4909 89.9859 

3 15718.12 9.9815 99.9673 

… … … … 
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The scores of the first principal component and the second principal component of 

each state in the verification stage can be discriminated from each other by the 

intersection of the scores in the learning stage. Fig.4-10 shows the results of PCA 

analysis for different rotation speeds. 

 

 

(a) 10RPM 1.2W＊0.3D (b) 10RPM 2.0W＊0.3D 

 

 

(c) 20RPM 1.2W＊0.3D (d) 20RPM 2.0W＊0.3D 

 

  

(e) 30RPM 1.2W＊0.3D (f) 30RPM 2.0W＊0.3D 
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(g) 50RPM 1.2W＊0.3D (h) 50RPM 2.0W＊0.3D 

 

 

 

  

(i) 70RPM 1.2W＊0.3D (j) 70RPM 2.0W＊0.3D 

  

(k) 100RPM 1.2W＊0.3D (l) 100RPM 2.0W＊0.3D 

Fig.4-10 Part of the experimental results 

Figure 4-10 shows some results of low-speed shaft fault diagnosis based on the 
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proposed method. It can be seen from the figure that the proposed method can 

effectively extract fault features and classify and identify different fault types. Fig4-

10(a),(b). Respectively represent the fault diagnosis results of the bearing with a fault 

size of 1.2W*0.3D and 2.0W*0.3D when the bearing rotates at an ultra-low speed of 

10RPM. The smaller size of the damage can be closer to early bearing failure in real 

life. It can be seen from the experimental results that although the roller fault diagnosis 

results are somewhat biased, the overall diagnosis effect is good, which can prove the 

effectiveness of the proposed method for early fault diagnosis. Fig4-10(c), (d). 

Respectively represent the fault diagnosis results of the bearing with a flaw size of 

1.2W*0.3D and 2.0W*0.3D when the bearing rotates at an ultra-low speed of 20RPM. 

For the faulty bearing with a damage size of 1.2W*0.3D, Although there is a small 

amount of deviation in the roller fault diagnosis, it is still within the allowable range of 

the error, and the fault type can still be identified. For the faulty bearing with a damage 

size of 2.0W*0.3D, the proposed method can accurately identify three different types 

of bearing faults, which proves the effectiveness of the proposed method. Fig4-10(e), 

(f). Respectively represent the fault diagnosis results of the bearing with a flaw size of 

1.2W*0.3D and 2.0W*0.3D when the bearing rotates at an ultra-low speed of 30RPM, 

For the flaw size is 1.2W*0.3D the two states of roller fault and normal are closely 

distributed, but the deviation is still within the allowable range, which can effectively 

identify the fault type. For bearings with a damage size of 2.0W*0.3D, different fault 

types can be accurately identified. For the fault diagnosis of bearing speed above 

50RPM, it can be seen from Fig4-10(g), (h), (i), (j), (k), (l) that the proposed method 

can effectively identify For different types of bearing faults with dimensions of 

1.2W*0.3D and 2.0W*0.3D, the experiments demonstrate the effectiveness of the 

proposed method for early fault diagnosis of bearings operating at low speeds. 

4.5 Comparative experiment 

In order to realize the fault diagnosis of low-speed bearings, the third chapter of 

this paper proposes a fault feature extraction method based on the improved teagar 

energy operator, and analyzes and diagnoses three faulty bearing data with a damage 

size of 2.0 W*0.3D. The results show that the method can identify 70RPM and 100RPM 

low speed bearing faults. However, for early fault bearings, the fault characteristics are 

relatively weak. In order to identify the early fault diagnosis of low-speed bearings, this 

section proposes a bearing fault diagnosis method based on deep learning CRBM. The 
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characteristic of the early bearing failure is that the damage size is small. Therefore, the 

fault bearing signal with the damage size of 0.6W*0.3D at ultra-low speed of 10RPM 

and 20RPM is used. The comparison results of the two methods are shown in Fig.4-11: 

  

(a) 10RPM 0.6W＊0.3D AE (b) 10RPM 0.6W＊0.3D CRBM 

  

(c) 20RPM 0.6W＊0.3D AE (d) 20RPM 0.6W＊0.3D CRBM 

Fig. 4-11Comparative experimental results 

 

As can be seen from the figure, for bearing fault diagnosis with ultra-low speed of 

10RPM and damage size of 0.6W*0.3D, although deep learning AE can identify the 

fault type of outer race fault, the two states of normal and roller fault overlap, and some 

parts of the distribution of inner race faults is scattered. The proposed method performs 

better in this case. For bearing fault diagnosis with a low speed of 20RPM and a damage 

size of 0.6W*0.3D, deep learning AE can only identify the normal state, and cannot 

determine the type of bearing fault. The proposed method can still clearly identify 

different faults under this condition, which further proves the effectiveness of the 

proposed method. 
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4.6 Summary 

In this section, in order to diagnose early fault of rotary machinery, we proposed a 

method to accurately identify abnormal types by HDTEO-CRBM-PCA and applied it 

to rolling bearings early fault diagnosis. The Teager energy operator has a clear 

advantage in the amount of calculation and the efficiency of algorithm execution, which 

can detect the impact component in the signal more strongly. 

Compared to the conventional feature parameter extraction method, the method 

can automatically extract signal features in a self-adaptive manner, to realize automatic 

diagnosis of rolling bearings early fault. In addition, the three kind of rolling bearing 

fault signals is used in the experimental, a total of 7 different rotational speeds from 

10RPM to 100RPM were used for the experiment. And the effectiveness of the 

proposed method was proven. In the future, the signal processing method and 

identification method proposed in this research will be introduced into the actual 

equipment diagnosis system, and will be applied and improved to on-site rotating 

machines under various operating conditions. 
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5. Conclusions and Future works 

5.1 Conclusions 

5.1.1 Result and discussion 

In this thesis, a variety of bearing fault feature extraction and diagnosis methods 

have been proposed. These proposed algorithms and theories have been verified by 

various simulation experiments and case studies. Firstly, the bearing structure and 

characteristics are explained, and the calculation method of bearing fault characteristic 

frequency is described in detail. Existing bearing fault diagnosis methods based on 

vibration signals are listed, and the advantages and disadvantages of these methods are 

briefly analyzed. In order to better track the degradation of bearing fault state, a bearing 

fault feature extraction and intelligent diagnosis method based on state-space principal 

component tracking filtering (SPCTF) is proposed in chapter 2. The proposed method 

can dynamically track the bearing fault status and detect bearing faults in real time. 

Experiments on bearing data of three different speeds (500RPM, 1000RPM, and 

1500RPM) and three fault states (inner race fault, outer race fault and roller fault) show 

the effectiveness of the proposed method. Fault feature extraction is the key to bearing 

fault diagnosis, low-speed running bearing fault signals are easily overwhelmed by 

noise, Ordinary fault diagnosis methods based on envelope spectrum analysis of fault 

characteristic frequencies cannot effectively detect bearing faults. In order to effectively 

extract low-speed bearing fault features, an improved Teager energy operator (ITEO) 

is proposed in chapter 3. ITEO overcomes the shortcomings of sensitive to noise and 

vibration interference of the traditional TEO, through the method of amplifying the 

shock energy of the vibration signal, the fault features of the low-speed bearing are 

extracted. Then, an intelligent diagnosis model of low-speed bearings based on ITEO-

AE is proposed, which can realize the fault diagnosis of low-speed bearings. The 

effectiveness of the proposed method is proved by the diagnostic experiments of 

bearing vibration signals for two different speeds (70RPM and 100RPM) and three fault 

states (inner race fault, outer race fault and roller fault). Once the rolling bearing fails, 

it will often cause equipment damage, factory shutdown, and serious economic losses. 

Therefore, early diagnosis is very important for rolling bearing fault diagnosis. In this 

thesis, searing signals of small size faults are used in experiments. In order to more 

realistically simulate the early failure of bearings, three different sizes of faulty bearings 

(0.6W*0.3D, 1.2W*0.3D and 2.0W*0.3D) were used in the experiments. In Chapter 4, 
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the early fault diagnosis model of rolling bearing based on CRBM-PCA is proposed，

which can adaptively extract the early faults of rolling bearings， excellent for 

diagnosing faulty bearings with small dimensions. 

5.1.2 Experiments and data sampling 

To better verify the validity of the proposed method, the experimental data used 

are all obtained by the operation of laboratory mechanical equipment and measured by 

vibration sensors. We obtain fault bearing data at 500 RPM-1500 RPM through the 

high-speed platform, bearings with different failure types are used for data acquisition. 

The low-speed experimental platform played an important role to better study low 

speed and early bearing failures. Faulty bearings of different sizes were used in the 

experiments. These data are very valuable and important for the research of bearing 

fault diagnosis method. 

5.2 Future works 

This thesis corresponding solutions are proposed for bearing fault diagnosis at 

different speeds. These methods work well for a single type of bearing fault, but in real 

industry, there are often multiple fault fusion bearings. In the future, it is necessary to 

find suitable methods to identify compound failures of rolling bearings. 
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