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This paper reviews the recent developments in the use of "relaxation
method" in pattern recognition. We introduce some representative relaxation
procedures, and the applications in image analysis. The application of these
methods include histogram modification, edge detection, and Character
recognition. These applications are briefly described.
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1. Introduction

Pattern recognition almost always involves discriminating or classifying of the part of the image. When we
recognize the character image, we classify the strokes of the input image according to the dictionary in the brain,
which is learned by the leaming samples since we were born. When we detect edgs in an image, we classify each
point as an edge or non-edge point according to the value of some local property ( for example, the magnitude of
the gradient ) evaluated at that point; and similarly when we detect angles on a curve. We classify the edge with
reference to some classification decisions at other points. The criterion for accepting a point P as an edge point can
depend on whether or not P extends an edge that has already been detected. But, the results of sequential
classification will in general depend on the order in which the points are examined, and this is undesirable.

This paper discusses "relaxation method" ( iterative approach) to classifying the parts of the input image.
The decisions are allowed to depend on the decisions made at the previous iteration, the iterative approach shares
an advantage of the sequential approach, but it does not share the disadvantage of order-dependence, since the
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decision at a given itteration does not depend on any previous decisions at same iteration - i.e. each iteration is
performed in "parallel ( at the same time)".

In the next chapter, we formulate general models for this probabilistic relaxation method, and in the third
chapter we give the three applications of its uses.

2. Princeples for probabilistic relaxation

There are two type "Relaxation methods", which are the "Discrete Relaxation” and "Probabilistic
Relaxation". In "Discrete Relaxation”, we assume two states, which are possible and impossible, between objects
and classes of the each objects. This approach is described in reference (1) in detail and is assured the convergence.
"Probabilistic Relaxation" is the generalization of "Discrete Relaxation", the possibility is represented by the
probability of the classifying, which is between 0 and 1. In image analysis, the probabilistic approach is used more
than the discrete approach, because ambiguousness with low-level output from the image can be hold in the
probability. We introduce this approach in the following.

2.1 Concept of probabilistic relaxation (2)

The probabilistic relaxation can use probabilistic classifications rather than making firm classification
decisions immediately. Initially, for each point P;, we estimate the probability pjh that it belongs to each of the
possible classes ( Cp ). We then examine the probabilities at neighboring points P_] and we increase pjp if
supporting evidence is found for it or decrease it if contradictory evidence is found. For example,we increase pip, if
there exist high probabilities that the neighbors of P; have compatible classifications, or decrease it if there exist
high probabilities of incompatible classification at Pi's neighbors. This process is done simultaneously for every B
and every pjh; and it can be iterated as many times as desired. What often happens when this is done is that the
probablities tend to become less ambiguous according to the number of the iteration. Thus classification of P
becomes very easy, if only one probability pih is high, that is, the point P; is classified into the class that has
maximum probability.

2.2 General models for probabilistic relaxation (2)

This section describes general models for probabilistically classifying a set of objects A1,...,Ap into a set of
classes C1,...,Cm. The objects may be image points, or may be entities such as lines in a character, or regions in an
image. We assume that each Aj (i=1,2,..n) hasa specified set of Aj(j=12..n) s as neighbors.

With each object Ai we associate a probability vector (pj1,...,pim), where pih (h=12,.m; -1s pihs1)is
an estimate of the probability that Aj belongs to class Ch. Initially, this estimate is derived by some convientional
type of analysis of Aj; for example, we might estimate the probability that the point Aj is an edge as proportional to
the magnitude of the gradient of the grey-level image at A; (E [f(Ai) - f(Aj)| where f(Ai) is the grey-level at Ai ).
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We next assume that we are given , for each pair of neighboring objects ( Ai, Aj ) and each pair of classes (

‘Ch, Ck ), a measure of the compatibility between object Ai belonging to class Ch and object Aj belonging to class
Ck. For example, let Ai, Aj be vertically adjacent points, and let Ch,Ck be the classes of vertical edges having their
dark sides on the left and on the right, respectively. Then Ai ¢ Ch and Aj ¢ Ch are highly compatible ( and
similarly for Ai, Aj € Ck), but Ai € Ch and Aj € Ck ( or vice versa ) are highly incompatible. We will denote the
compatibility of Ai ¢ Ch with Aj € Ck by r (Ai, Ch, Aj, Ck ) ( "Compatibility Coefficients" ), and we will assume
that -1 <1< 1, where -1 is complete incompatibility, +1 is complete compatibility, and O is "don't care".

If we are given the initial pjh's and the r's, we can now adjust the pjh's on the basis of the neighboring pjk's
and their associated r (Aj, Ch,Aj,Ck)'s. The adjudtment process should satisfy the following properties:

(a) If pjk is high and r (Aj, Ch,Aj,Ck) is close to +1, then pjh should be increased.

(b) If pjk is high and r (Aj, Ch,A;,Ck) is close to -1, then pjh, should be decreased.

(©) I pjk is low, or r (Aj, Ch.Aj,Ck) is close to 0, then pjh should not change significantly.
A simple expression that satisfies these properties is the product pjk*r (Aj, Ch,Aj,Ck). Thus we can use these
products, for all Aj and C, to increment pih . The contribution from each neighbor Aj ( the sum of pjk* 1(Aj,
Ch.,Aj,Ck).about j ) is between -1 and +1, since the sum of pjk about jis 1 and -1 =< r (Aj, Cp, Aj, Ck )s L
To insure that pih remains nonnegative, we can weight the neighbors' contributions using weights wj that sum to 1,
and we can define the net increment to pih by an expression of the form

Pufl 2w, 3, pur(ALCh, 4j.Ch},
j k

where the double sum is always between -1 and +1, so that pjh is always multiplied by a nonnegative quantity.
When all the pjh's have been adjusted in this way, we can renormalize by dividing each pih by the sum of pjh about
h (=1,...,m), to insure that the pih's sum to 1 for each i.

In summary, let P([)ih be the value of pih at the i-th iteration, and let the net increment to p(t)ih be

Qi = 2, w; D Py r(Ai,Ch, Aj,Ck)
J k
Then the new value of pih is
Pu” = pi A+ g;) 1 3 (1+45)
h=1

A more detailed discussion of probability adjustment rules of this type can be found(1), and a study of the
convergence properties of one such rule is given(3). This approarch is sometimes referred to as a "relaxation”
process, because of its resemlbance to certain iterative techniques used in numerical analysis. A general discussion
of these processes and their applications can be found(4.5).

2.3 Another models for probabilistic relaxation

There are another relaxation models, which are Kirby(6)'s and Peleg(7)'s relaxation. The former is better than
the latter in probabilistic theory(8'9). But in practice, Peleg's relaxation is better than the Kirby's relaxation in the
classification rates and the convergence on multispectram image(10-13),

(1) Kirby's relaxation(6)
The new value of p(t+1);p is given by the following form.
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P TTd

(1+1) ]
Py =

Zpé."ﬂqf;h’
- ]

(2) Peleg's relaxation(7)

The new value of p(t+1)ih is given by the following form.
© 0
P.'(J.M) - Ecj Py, q‘({h

7 ;pf;’q.-ﬂ-'h’
-]
where c;j is the positive real coefficient, and the sum of ¢j about j is 1.

Kirby's relaxation is the products of the neighbor's probability, but Peleg's relaxation is the sum of the
neighbor's probability

(3) Suzuki's relaxation(11)
H. Suzuki et al. proposed the modified Peleg's relaxation, which is used the judgement of the convergence.
The criterion is given as follows.
[ Criterion for convergence]
Let p(t-1)ip, be the probability at the (t-1)-th iteration.
Py = maxipy’
If the following relation is satisfied at the next iteration,
Py =max{py>pi, and pf < py™ (b'#h)
then p(iy' is replaced by the following equation,
1 (B=h)
2w =Co (hany
and this p(Djy' is not changed after this iteration. Because the evidence that the pixel Ai belongs to Ch is supported
by the neighbors.

3. Applications

In this section, we briefly describe the application of iterative probabilistic classification and parameter
estimation techniques to a number of image analysis tasks. Further details about each application can be found in
the cited references.

3.1 Histogram modification(14)

We first describe a simple iterative peak enhancement scheme, as applied to peak detection on histograms
and to adaptive image quantization. Let the objects Aj,..., Ay be the histogram bins, and let us associate with each
bin, as a parameter value, the number n; stored in that bin. (We could, if desired, also associate with each bin the
probabilities p and I - p that the bin is or is not a peak, where the peak probability is initially proportional to the bin
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height; but we will dispense with these probabilities in the present discussion.) The bin parameter values nj can
then be adjusted as follows; nj is incremented if it has a neighbor with a smaller value nj, and decremented if it has
a neighbor with a larger value. For example, we could add to nj a quantity proportional to nj - nj for each neighbor
Ajof Aj. Itis not hard to see that this process will sharpen peaks and eliminate ramps. If we use only Aj's two
immediate neighbors Aj+], any local peak will be sharpened; but if we use a larger set of neighbors, we will
enhance only the major peaks. Given a set of peaks in an image's gray level histogram, we can requantize the
image by mapping each gray level into the nearest peak. Thus our histogram peak enhancement scheme can be
used for adaptive image quantization.

3.2 Edge detection(15)

The edge detection has already been mentioned by various methods. Let A1,..., Ap be the image points, and
let the classes correspond to edges in specific orientations 8],..., 6m-1, plus an additional class for "no edge" -- or
for simplicity, we can use only the two classes "edge" and "no edge", together with an orientation parameter 0.
Initially we estimate the edge probability pj at point Aj as proportional to the gradient magnitude at Aj, and we
estimate the edge orientation 0j as perpendicular to the gradient direction at Aj. We can now adjust pj in
accordance with the probabilities pj and orientations 8] of edges at neighboring points Aj that extend or contradict
the edge in orientation g at Aj. For example, if 6 is the direction from Aj to Aj, we can use an increment
proportional to 1 cos(6j - 6jj) | and to cos (6 - 8j). In defining the orientation of an edge, we should use a
convention in which the dark side of the edge is always on the clockwise side, in order to distinguish between
edges that have the same direction but opposite "senses"; for such edges we then have cos ( 8i - 6j)=cosmw =-1,
so that they decrement one anothers' probabilities. Examples of this approach to edge detection are given(ls). In
these examples, iterating the reinforcement process suppresses noisy edge responses and enhances edges that form
long, smooth boundaries. A specific example of an edge reinforcement process(ls) is as follows: We use two
classes, "edge" and "no edge”. The initial "edge" probability at point P is defined to be

pe(0) = gradientmagnitude at P/ m ax { gradient magnitude at Q} ;

the max is taken over the entire image.

For any point (x,y) and neighboring point (u,v), let a be the edge slope at (x,y), B the edge slope at (u,v),
the stope of the line joining (x,y) to (u,v), and D=max (I1x -ul, |y - v |) the "chessboard distance " from (x,y) to
(u,v). Then we define the compatibilities between pairs of class assignments of the points (x,y) and (u,v) as some
rules. It can be verified that these compatibilities have the following properties:

(a) Parallel or perpendicular edges have no effect on one another.

(b) Collinear edges reinforce each other, and anti-collinear edges weaken each other (by an amount that
decreases with distance).

(c) Nonedges collinear with edges weaken them; nonedges alongside edges have no effect on them.

(d) Edges alongside nonedges strengthen them; edges collinear with nonedges have no effect on them.

(e) Nonedges reinforece one another.

A more elaborate scheme can be used to classify both edge and interior points of an image simultaneously.
Here interior probabilities reinforce neighboring interior probabilities, edge probabilities reinforce edge
probabilities that extend them; and edge probabilities reinforce interior probabilities that lie alongside them ( and
vice versa ). A scheme of this type has been used to detect interior and border points of dot clusters in an image(5).
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3.3 Character Recognition(16-18)

Shape of input patterns is represented by polygonal approximation. A line segment Ok is a side of the

polygon of input pattern, and .¢ is the number of line segments of polygon;

Ok =( Xsk, Ysk, 0k, Lk, Xek, Yek)p
Where (Xsk, Ysk) and (Xek, Yek) are the positions of the start point and the end point for the line segment k; and
6k and Lk are the direction and the length of the line segment k.

Each line segment k has two kinds of nei ghboring segments for start and end points. Each category has only
one mask then a dictionary is composed of 3036 masks. Each mask is composed of ®M segments. Each feature of
mask segments is evaluated by the set of associated segments of learning data as indicated as follow.

Feature ( Xsi, Ysi, i, Li, Xei, Yei) of mask segment Mi is calculated from the average value of input
segment k for the learning set of same category. The neighboring segments list of the mask is assigned from the
neighboring segments list of the first datum of the learning set. Association function F between mask se gment i and
input segment k is evaluated on success of follow condition:

|6i-6ks<c, and |Li- LK sc,

and J(‘x.ri - ’c;ls)2 +(y, - y..k)z sG and J(xci - X..t)z + (¥, "‘Y.k)z <G
Similarity p'i(k) of the pair (i,k) is assigned as follows:
P'iy = max{l - W, x max(|6i - 6k|- c,,,0) - W, x max(Li - Lk|- c,,,0)

- W, x max({Jdx%, + dyl, - c,,,0) W, x max({Jdx2, + dy, - c,,,0).0}

where, dxy =X, =Xy, dyy = Yy =Yoo dry = x, - %, B =Y =~ Yu
The initial mask side probability POj(k) i evaluated as follows:
o (
Pi((k)) =P /ZP )

where, k" 's are all the input segments which are associated with i-th segment in the dictionary.

The relaxation operation is used to dynamically change the probability according to the compatibility
between the configurations of mask segments and the input segments. They assume that there are spring
connections between the start point (Xsi,ysi) of Mj and the end point (xej.yej) of Mj. Where segment M; is the
neighboring segments of the start point of the segment Mi. Let Sjj(k,]) be the start point tension in spring
connection between Mi and M;. 1Sij(k,]) is evaluated as follows:

ri(k.d) = max{min(l - W, x|dx,, - dr,| + c,,,1), 0} + max{min(l - W, x My, — dyy] + c,01),03

The probability is evaluated as follows:
1{(‘;)” ={gqu, x Pn'((ll:))}/ {Z iy X Ps((l:->}

G = Wiy + T} {E Lj+ 2 L}
j'm1

Jj=1
n, 7y
Gl = ZLIxmax(ieDx B} gy, = DT xmax(r k) x P, )}
j=1 7=l
We select the Ak, where Pi(k) is the maximum (Pi(k) ) about all k, corresponding to i. The distance Dj
between the mask J and the input and the confidence Ri(k) of the mask segmmt i are defined as follows :
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zl{Lj xrik,l) xP .} +f21{Lj xrg (k") xP .}
“ =

R x P

b ( u, L . Lyx2 i
J + J )%
L4
— -]
21{(1 R )xLi+ ZL: +2Lk'
D, == X Cg

¥
zLi

where, Li' is the length of the non-corresponding segments in the mask, Lk' is the length of the non-corresponding
segments in the input.

The recognition rate for the handprinted "Kanji" and "Hiragana" character database ETL-9 ( 3036
categories ) is 98.55% for unknown subsets with 10 learning subsets.

4. Conclusion

A probabilistic relaxation approach has used in another applications, for example, noise clearning(19,20),
curve detection(21,22), angle detection(23), curve thinning(24), template matching(25), identifing regions(26.1),
separation of overrapping patterns(27.28), resroring a polyhedron(29). We cannot describe these application, but
they are very interesting. Further details about each application can be found in the cited references.
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