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PAPER

A Lexicon-Driven Handwritten City-Name Recognition Scheme for
Indian Postal Automation

Umapada PAL†a), Kaushik ROY††, Nonmembers, and Fumitaka KIMURA†††, Member

SUMMARY A lexicon-driven segmentation-recognition scheme on
Bangla handwritten city-name recognition is proposed for Indian postal
automation. In the proposed scheme, at first, binarization of the input
document is done and then to take care of slanted handwriting of differ-
ent individuals a slant correction technique is performed. Next, due to the
script characteristics of Bangla, a water reservoir concept is applied to pre-
segment the slant corrected city-names into possible primitive components
(characters or its parts). Pre-segmented components of a city-name are then
merged into possible characters to get the best city-name using the lexicon
information. In order to merge these primitive components into charac-
ters and to find optimum character segmentation, dynamic programming
(DP) is applied using total likelihood of the characters of a city-name as
an objective function. To compute the likelihood of a character, Modified
Quadratic Discriminant Function (MQDF) is used. The features used in the
MQDF are mainly based on the directional features of the contour points of
the components. We tested our system on 84 different Bangla city-names
and 94.08% accuracy was obtained from the proposed system.
key words: handwriting recognition, cursive script recognition, modified
quadratic discriminant function, Indian script, postal automation

1. Introduction

Recognition of handwritten words has been a popular re-
search area for many years because of its various poten-
tial applications. Some of its potential application areas are
postal automation, bank cheque processing, automatic data
entry, etc. There are many research works towards hand-
written recognition of Roman [1], [2], Japanese/Chinese [3]
and Arabic scripts [4], [5]. Mainly two approaches (seg-
mentation approach [6] and holistic approach [7]) are used
for the purpose. A combination of these two approaches
has also been used for word recognition [8]. Neural net-
works [1], hidden Markov model [9], MQDF [2], [10], [11],
graph-based method [12] etc. are extensively used by re-
searchers for handwritten word recognition [6].

Postal automation has been a topic of research inter-
est for the last two decades and many published articles are
available towards automation of non-Indian language docu-
ments [13]–[16]. At present systems are available for postal
automation in several countries like USA, UK, Canada,
Japan, Germany etc. But no postal automation system is
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available for India. System development towards postal au-
tomation for a country like India is more difficult than other
countries because of its multi-lingual and multi-script be-
havior. In India there are 19 official languages, and 11 dif-
ferent scripts are used to write these languages. An In-
dian postal document may be written in any of these official
languages.

Although many investigations have been made towards
the recognition of isolated handwritten character and nu-
meral of Indian scripts [17], [18], [27], to the best of our
knowledge there exists only a few studies towards hand-
written city-name recognition of Indian scripts [19], [20],
[28]. In this present paper, we propose a lexicon-driven
method for unconstrained handwritten city-name recogni-
tion of Bangla, the second most popular language in India
and the fifth most popular language in the world.

The city-name recognition approach proposed in this
paper is as follows. At first, binarization of a city-name is
done and the slant correction of the individual city-name is
performed. In Bangla most of the characters have a hor-
izontal line at the upper part. When two or more char-
acters sit side by side to form a word in Bangla, these
horizontal lines generally touch and generate big regions
(spaces). For example see Fig. 1. Here two characters form
a word and they touch each other in the word. Because
of this touching behavior, we use water reservoir based
concept [21] for the segmentation of Bangla city-names
into primitives. Each primitive ideally consists of a single
character or a sub-image of a single character. A lexicon-

Fig. 1 Example of character touching in a Bangla word.

Fig. 2 Block diagram of the proposed system.
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driven segmentation-recognition scheme is applied here for
our recognition purpose. In order to merge these primitive
components into characters and to find optimum character
segmentation of a city-name, dynamic programming (DP)
is applied using the total likelihood of characters as the ob-
jective function. To compute the likelihood of a character,
a MQDF based on the directional features of the contour
points of the components is used. Block diagram of the pro-
posed system is shown in Fig. 2.

The organization of the rest of the paper is as follows.
In Sect. 2, properties of Bangla characters are described.
Principle of water reservoir concept is discussed in Sect. 3.
Section 4 deals with slant correction and character pre-
segmentation from Bangla city-names. Feature extraction
is described in Sect. 5. Section 6 deals with segmentation-
recognition using dynamic programming technique. Results
and discussion are given in Sect. 7. Finally, conclusion is
given in Sect. 8.

2. Properties of Bangla Script

Bangla, the secondmost popular language in India and the
fifthmost popular language in the world, originated from
Brahmi script. About 200 million people in the eastern
part of Indian subcontinent speak in this language. Except
Bangla, other languages like Assamese, Manipuri etc. are
also written in Bangla script. Bangla is also the national lan-
guage of Bangladesh. The alphabet of the modern Bangla
script consists of 11 vowels and 39 consonants. These
characters are called basic characters. The basic charac-
ters of Bangla script are shown in Fig. 3. The concept of
upper/lower case is absent in this script. Writing style in
Bangla script is from left to right. From the Fig. 3 it can be
seen that most of the characters in Bangla script have a hor-
izontal line at the upper part. We call this line as head-line.

In Bangla script a vowel following a consonant takes

Fig. 3 Basic characters of Bangla alphabet (first eleven are vowels and
rest is consonant).

Fig. 4 Bangla vowels and their corresponding modified characters. Shapes of these modifiers when
attached with a consonant ‘ ’ are shown in the last row.

a modified shape. Depending on the vowel, its modified
shape is placed at the left, right (or both) or bottom of
the consonant. These modified shapes are called modified
characters. Examples of Bangla vowel modified shapes are
shown in Fig. 4. A consonant or vowel following a conso-
nant sometimes takes a new orthographic shape, which we
call as compound character. Examples of some types of
Bangla compound character formations are shown in Fig. 5.
Occasionally in Bangla, combination of two basic charac-
ters forms a new shape as shown in the first two rows of
Fig. 5. In the third and fourth rows of Fig. 5 one of the
constituent characters of the compound character retains its
shape and the other constituent character reduces its size in
the compound character. In the compound character shown
in fifth row, two characters sit side by side in compounding,
but the size of the first character is slightly reduced. Com-
pound characters depicted in the sixth and seventh rows are
formed by three basic characters, and shape of none of its
constituent basic characters can be found in these compound
characters. Compounding of four characters also exists in
the Bangla script. Since the compound characters have dif-
ferent shapes, it is very difficult to recognize them. Because
of such modified and compound characters there are about
280 characters in Bangla script [22].

A Bangla text line can be partitioned into three zones.
The upper-zone denotes the portion above the head-line, the
middle zone covers the portion between head-line and base
line, the lower zone is the portion below base line. Differ-
ent zones of a Bangla text line are shown in Fig. 6. Mostly
a modified or a part of a modified character sits in the up-
per zone of a Bangla line. In the lower zone, mostly three
vowel modifiers (shown in the 4th, 5th and 6th columns of
Fig. 4) of Bangla script sit. We use the positional informa-

Fig. 5 Illustration of compound character formation in Bangla script.
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Fig. 6 Different zones of a Bangla text line.

tion of different characters and modifiers in our recognition
scheme.

Because of the larger character set as well as complex-
shaped structure of Bangla text, development of Bangla
handwritten city-name recognition system is more difficult
than Roman script.

3. Water Reservoir Principle

Water reservoir is a metaphor to illustrate the cavity re-
gion of a component. The water reservoir principle [21]
is as follows. If water is poured from a side of a compo-
nent, the cavity regions of the background portion of the
component where water will be stored are considered as
reservoirs of the component. These reservoirs are very use-
ful for the segmentation of the city-names into primitives.
Many researchers have used contour analysis or thinning for
segmentation. Simple contour analysis and thinning based
method will not work well because of touching behaviour
and script characteristics of Bangla. Hence we use water
reservoir concept for segmentation.

Some of the water reservoir principle based features
used here are as follows.
Top (Bottom) reservoir: By top (bottom) reservoirs of
a component we mean the reservoirs obtained when water
is poured from top (bottom) of the component. A bottom
reservoir of a component is visualized as a top reservoir
when water will be poured from top after rotating the com-
ponent by 180◦.
Water reservoir area: By area of a reservoir we mean the
area of the cavity region where water will be stored. The
number of points (pixels) inside a reservoir is computed and
this number is considered here as the area of the reservoir.
Water flow level: The level from which water overflows
from a reservoir is called as water flow level of the reservoir
(see Fig. 7).
Base-line: A line, passing through the deepest point of
a reservoir and parallel to the water flow level is the reservoir
base-line.
Height of a reservoir: By height of a reservoir we mean the
depth of water in the reservoir. In other words it is the per-
pendicular distance between base-line and water flow level
line.
Reservoir border points: The inner contour points ob-
tained from the reservoir portion of a component are the
reservoir border points.
Base area points: By base-area points of a reservoir we
mean the border points of the reservoir having height less
than RL from the reservoir base-line. Here, RL is the stroke
width of the component. For a component, RL is cal-

Fig. 7 A top water reservoir and its different features are shown. Water
reservoir portion is marked with gray shade.

culated as follows. A component is scanned both row-
wise and column-wise. Suppose n different runs of lengths
r1, r2, . . . . rn with frequencies f1, f2 . . . .. fn, respectively, are
obtained from the component by the scanning. Then RL is
considered as the run-length ri having maximum frequency.
In other words, RL will be ri if fi = max( f j), j = 1, 2, . . . .. n.

4. Slant Correction and Character Pre-Segmentation

4.1 Slant Correction

Slant correction is an important preprocessing step for hand-
writing recognition [2], [23]–[25]. In this paper the gray
scale image of an input city-name is binarized by Otsu’s al-
gorithm [26]. The slant of the binary image is estimated and
corrected using the method proposed by Kimura et al. [2].
The estimation of slant is computed based on the chain code
information of the contour of the city-name image (differ-
ent chain codes 0, 1, 2, and 3 are shown in Fig. 8 (a)). Slant
angle θ is estimated based on the Eq. (1).

θ = tan−1
(n1 + n2 + n3

n1 − n3

)
(1)

where ni is the total number of chain code elements at an
angle of i × 45◦ (i = 0, 1, 2, 3, are the different chain codes).
Here n1 + n2 + n3 is the total value in vertical as well as two
slanted directions and n1 − n3 is the change in horizontal
direction as shown in Fig. 8 (b). Since the number of hori-
zontal chain code element n0 does not interfere in slant, we
ignored n0 in slant estimation. An example of a Bangla city-
name and its slant corrected version is shown in Fig. 9.

4.2 Character Pre-Segmentation

To find optimal character segmentation by the segmentation-
recognition scheme using dynamic programming, we pre-
segmented the city-names into primitives. As mentioned
earlier, when two or more characters sit side by side to form
a word in Bangla text, head-lines of the characters touch
at the upper part and generate big regions (as shown in
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(a) (b)

Fig. 8 (a) Different chain codes used (b) a segment and the representa-
tion of n1 + n2 + n3 and n1 − n3 on this segment are shown.

Fig. 9 (a) Input city-name (b) slant corrected version of the input city-
name.

Fig. 1). Based on such touching nature of Bangla charac-
ters in a word, we use a novel character pre-segmentation
technique based on water reservoir concept.

For pre-segmentation we find bottom reservoirs from
an input city-name. To detect segmentation point of a reser-
voir of a component, we first find two candidate border
points of the reservoir. Computation of candidate border
points is done as follows. From the reservoir base-line we
consider the portion of the reservoir upto height 4 ∗ RL and
we note two border points of the reservoir at this height.
These two border points are considered as candidate bor-
der points. For illustration see Fig. 10 where two candidate
border points are shown and marked as A and B. Let the
coordinates of these two candidate border points A and B be
(xl, yl) and (xr, yr), respectively. Here y is the vertical axis
and considered as row and x is the horizontal axis and con-
sidered as column. We scan the component vertically for
each of the columns between xl and xr and find the num-
ber of crossing in each of the columns. The column from
which we get minimum number of crossing is considered
for pre-segmentation. If we get two or more such columns
with minimum number of crossing then the column hav-
ing minimum stoke width is considered for segmentation.
Please note that when two components touch, the stroke
width of the touching portion is lower than the neighboring
part. Based on this property, we decided to use the column
having minimum stroke width for segmentation.

Fig. 10 Candidate border point detection. Here two candidate border
points are shown by small circles and marked as A and B.

Fig. 11 Example of character segmentation from a city-name. (a) An in-
put city-name (b) bottom reservoirs (marked by gray shade) obtained from
the characters of the city-name. Pre-segmentation columns are marked by
small vertical lines (c) Individual components are marked by disjoint boxes
and they are numbered (d) optimum character segmentation. Here seg-
mented individual characteres and their respective codes are shown.

If the height of a reservoir is less than 4 ∗ RL then we
consider the portion of the entire reservoir for candidate bor-
der points detection and in this case the candidate border
points lie on the water flow level.

The pre-segmentation columns obtained from the city-
name shown in Fig. 11 (a) are marked by small vertical lines
in Fig. 11 (b). Please note that all the reservoirs are not con-
sidered for pre-segmentation. We compute the median of
the heights of different reservoirs obtained in a city-name
and those reservoirs having height greater than 0.8 ∗median
are considered for segmentation. Because of the structural
shape of some characters in Bangla, some small reservoirs
may be obtained where segmentation should not be done and
we use this threshold to ignore the segmentations of such
small reservoirs. In character pre-segmentation our aim was
to segment a city-name into individual characters as much
possible avoiding much over segmentation.

After detection of pre-segmentation columns from an
input city-name image, the image is split vertically at each
pre-segmentation column and is separated into horizontally
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non-overlapping zones. A connected component analysis is
applied to the split image to detect the bounding boxes en-
closing each connected component. Connected components
in the split city-name image and their bounding boxes are
shown in Fig. 11 (c). These boxes are numbered (from left
to right) and these numbers are shown in Fig. 11 (c). For
numbering, boxes are sorted from left to right according to
the location of their centroids. If two or more boxes have the
same x coordinates (as mentioned earlier x is the horizontal
axis here) of their centroids, they are sorted from top to bot-
tom. Numbers at the top of the boxes in Fig. 11 (c) show
the order of the sorted boxes. These connected components
are regarded as primitive segments and each of which corre-
sponds to a full character or a part of a character.

There exists only a few research works towards Bangla
word/city-name recognition [27], [28]. Some methods first
segment Bangla words into characters then individual seg-
mented characters are recognized. Main drawback of such
method is proper character segmentation in Bangla because
of the presence of modified and compound characters. To
overcome such limitation on segmentation, we propose this
method where characters are initially pre-segmented using
water reservoir concept and then pre-segmented city-names
are recognized using dynamic programming. To get idea of
the effectiveness of our pre-segmentation method we per-
formed some experiments. We applied pre-segmentation
techniques discussed in [2] and noted that our proposed wa-
ter reservoir based pre-segmentation showed better recogni-
tion results (comparison results are given in the last para-
graph of Sect. 7.8).

5. Feature Extraction

Histograms of direction chain code of the contour points of
the components are used as features for recognition [2]. For
recognition we use 64 dimensional features and the feature
extraction procedure is described below.

At first, the bounding box is divided into 7×7 blocks (as
shown in Fig. 12 (c)). In each of these blocks the direction
chain code for each contour point is noted and frequency of
direction codes is computed. Here we use chain code of four
directions only as shown in Fig. 8 (a). [direction 0 (horizon-
tal), 1 (45 degree slanted), 2 (vertical) and 3 (135 degree
slanted)]. Thus, in each block, we get an array of four in-
teger values representing the frequencies of chain code in
these four directions. These frequencies are used as feature.
Histogram of the values of these four direction codes in each
block of a Bangla character is shown in Fig. 12 (d). Thus, for
7 × 7 blocks we get 7 × 7 × 4 = 196 features. To reduce the
feature dimension, after the histogram calculation in 7 × 7
blocks, the blocks are down sampled into 4 × 4 blocks, with
a Gaussian filter [29] of size 5 × 5. The standard deviation
of the Gaussian is 1.81, which is selected so that the origi-
nal sampling points contribute to final features as equally as
possible. The positions of sampling points are located every
two horizontal/vertical blocks starting from the block at left
upper corner. As a result we have 64 (4 × 4 × 4) features for

Fig. 12 Example of feature extraction (a) A Bangla character. (b) Con-
tour of the character. (c) 7 × 7 segmented blocks shown in the zoomed
version of the image shown in (b). (d) Block-wise chain code histogram of
the contour points. (e) Histogrtam of chain code direction of the contour
points after down sampling into 4 × 4 blocks from 7 × 7 blocks.

recognition. Histogram of these values of all the four direc-
tions obtained after down sampling is shown in Fig. 12 (e).
The feature vector is normalized and a power transformation
with 0.5th power is applied for each component [2], [23].

One critical point in segmentation-recognition
techniques using dynamic programming is the speed of
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feature extraction, because the correct segmentation points
have to be determined in optimization process with respect
to the total likelihood of the resultant characters. The use
of the cumulative chain code histogram enables one to re-
alize high-speed feature extraction. Border following and
chain coding are performed only once to an input city-
name image, and the chain code feature vector of a rect-
angular region including one or more boxes is extracted by
a small number of arithmetic operations for high-speed fea-
ture extraction [2].

6. Segmentation-Recognition Using Dynamic Pro-
gramming

The core of a dynamic programming algorithm is the mod-
ule that takes a city-name image, a string to incorporate con-
textual information, and a list of the primitives from the city-
name image and returns a value that indicates the confidence
that the city-name image represents the string. Given a lexi-
con city-name, the primitive segments of the city-name im-
age are merged and matched against the characters in the
lexicon city-name so that the average character likelihood is
maximized using dynamic programming.

6.1 Markov Chain Representation

The number of the boxes (primitives) of an input city-name
image is usually 1.2 to 2 times as many as the number of
characters in the city-name image. In order to merge these
primitive components into characters and find the optimum
character segmentation, dynamic programming (DP) is ap-
plied using the total likelihood of characters as the objective
function [2], [23]. The ASCII lexicon of possible city-names
is utilized in the process of dynamic programming to incor-
porate contextual information. The likelihood of each char-
acter is calculated using the MQDF. To apply the DP, the
boxes are sorted from left to right according to the location
of their centroids as mentioned earlier. If two or more boxes
have the same x coordinates of their centroids, they are
sorted from top to bottom. Numbers at the top of the boxes
in Fig. 11 (c) show the order of the sorted boxes. It is worth
observing that the box segmentation and the box sorting pro-
cess reduce the segmentation problem to a simple Markov
process, in most cases. For example, the box 1 corresponds
to character “B” of the Bangla city-name BAGNAN, box 2
corresponds to character “A”, boxes 3 and 4 correspond to
character “G”, boxes 5 and 6 correspond to character “N”,
box 7 corresponds to character “A”, and boxes 8 and 9 cor-
respond to character “N”. See Fig. 11 (d) where characters’
codes of this city-name image are given. These assign-
ments of boxes to character are represented, for example, by
B A G - N - A N -
where “-” is used to denote the continuation. The assign-
ment is also represented, for example, by

B A G N A N
i --> 1 2 3 4 5 6

j(i) -->1 2 4 6 7 9

where i denotes the letter number, j(i) denotes the number
of the last box corresponding to the i-th letter. Note that
the number of the first box corresponding to the i-th letter is
j(i − 1) + 1. Given [ j(i), i = 1, 2, .., n] the total likelihood of
characters is represented by

L =
n∑

i=1

l(i, j(i − 1) + 1, j(i)) (2)

where l(i, j(i − 1) + 1, j(i)) is the likelihood for i-th letter.
The optimal assignment (the optimal segmentation)

that maximizes the total likelihood is found in terms of the
dynamic programming as follows:
The optimal assignment j(n)∗ for n-th letter is the one such
that

L∗ = L(n, j(n)∗) = Max L(n, j(n)) (3)

where L(k, j(k)) is the maximum likelihood of partial so-
lutions given j(k) for the k-th letter, which is defined and
calculated recursively by

L(k, j(k)) = Max
j(1), j(2)...... j(k−1)

⎧⎪⎪⎨⎪⎪⎩
k∑

i=1

l(i, j(i − 1) + 1, j(i))

⎫⎪⎪⎬⎪⎪⎭
= Max

j(1), j(2)... j(k−1)

⎡⎢⎢⎢⎢⎢⎣l(k, j(k − 1) + 1, j(k))

+

k−1∑
i=1

l(i, j(i − 1) + 1, j(i))

⎤⎥⎥⎥⎥⎥⎦

= Max
j(k−1)

⎡⎢⎢⎢⎢⎢⎣l(k, j(k − 1) + 1, j(k))

+ Max
j(1), j(2)······ j(k−2)

⎧⎪⎪⎨⎪⎪⎩
k−1∑
i=1

l(i, j(i − 1) + 1, j(i))

⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎥⎦

= Max
j(k−1)

[
l(k, j(k−1) + 1, j(k)) + L(k−1, j(k−1))

]
(4)

and L(0, j(0)) = 0 for j(0) = 1, 2 . . . ..,m (5)
Starting from (5), all L(k, j(k))’s are calculated for k =
1, 2, · · · · · · , n using (4) to find j(n)∗ using (3). The rest of
j(k)∗’s (k = n − 1, n − 2, . . . , 1) are found by back tracking
a pointer array representing the optimal j(k − 1)∗’s which
maximizes L(k, j(k)) in (4).

6.2 MQDF for Character Likelihood

Character likelihood is calculated by the following
MQDF [10].

g(X) =

{∣∣∣X − M̂
∣∣∣2 −

k∑
i=1

λi

λi + h2

[
φi

T (X − M̂)
]2}/

h2

+ ln

⎡⎢⎢⎢⎢⎢⎣h2(n−k)
k∏

i=1

(λi + h2)

⎤⎥⎥⎥⎥⎥⎦ (6)
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where X denotes the input feature vector, M̂ denotes the
sample mean vector for each character class, and λi and
φi denote the eigenvalues and eigenvectors of the sample co-
variance matrix. k is the number of eigenvalues considered
here and n is the feature size. We set same values of h2 and
k as was used in [2], i.e. k is set to 20 and h2 to 3/7 ∗ σ2,
whereσ2 is the mean of eigenvalues λi’s over i and character
classes.

Given a feature vector, g(X) is calculated for a charac-
ter class specified by a city-name lexicon. It may be noted
that g(X) is negative (minus) log likelihood and it is equal to
negative of l(i, j(i − 1) + 1, j(i)).

6.3 Length Estimation of Input City-Name

Estimation of an input city-name length is helpful to reduce
the number of possible lexicon city-name and speed up the
city-name recognition process. It also reduces the possibil-
ity of confusion between city-names with different length.
The upper bound (Ub) and lower bound (Lb) of the length
of an input city-name are estimated and the lexicon city-
names not having the length within the interval [Ub, Lb] are
skipped and not used in the segmentation recognition pro-
cess. Therefore, under-estimate (over-estimate) of the up-
per bound (lower bound) excludes the possibility of correct
city-name recognition, while tighter bounds are preferable
to achieve higher speed and accuracy.

The Ub and Lb of an input city-name are esti-
mated as follows depending on the result of the pre-
segmentation. The city-name image is split vertically at
each pre-segmentation column (as discussed in Sect. 4.2)
to have horizontally non-overlapping zones. Smaller zones
(those having width smaller than 0.5 × RL, RL is discussed
in Sect. 3) are disregarded and considered as a part of their
preceding zones. The number of zones obtained is the value
of the upper bound Ub. The lower bound Lb is determined
as

Lb = trunc(Ub/2)

where trunc(x) denotes the integer part of x.
Because of the script characteristics of Bangla some-

times we may get some double touching characters in an
input city-name image. To take care of such city-names we
considered the lower and upper bound of length as Lb − 2
and Ub + 2, respectively, for our experiment.

6.4 Use of Positional Information for Recognition

In Bangla script, most of the basic characters sit only in
the middle zone of a text line, and most of the modifiers
sit either in the upper or lower zone of a text line (different
zones of a text line is discussed in Fig. 6). As a result, top-
most and bottommost points of a Bangla character/modifier
lie in any of the four reference lines: upper line, head-line,
base line and lower line (see Fig. 6 where these lines are
shown). We use the positional information of the topmost
and bottommost points of a character/modifier in our system

to reduce the mis-recognition rate. Since topmost and bot-
tommost points of a character/modifier lie in any of the four
reference lines, the y-coordinates of topmost and bottom-
most points of different characters/modifiers of a city-name
generally produce four different clusters. The separability of
these clusters is better when characters of the city-name are
correctly segmented and recognized and it is worse when
mis-segmentation or mis-recognition occurs. The separa-
bility measure (PS ) is defined by

PS = SB/(SB + SW )

where SB and SW are between-class and within-class vari-
ance of the y-coordinates of the clusters, respectively. This
measure takes the value between 0 and 1, and the maxi-
mum value is achieved when within-class variance is zero
i.e. position of all characters exactly match to the refer-
ence lines. The separability measure PS is calculated af-
ter the segmentation-recognition using dynamic program-
ming for each lexicon city-name. The clustering of the
y-coordinates are performed using the result of the character
segmentation and recognition. At first, based on the recogni-
tion result, characters with/without ascender/descender are
checked and then the clusters of y-coordinates are detected
based on whether each character has ascender/descender or
not. Calculation of this separability measure requires only
the y-coordinates of the uppermost and lowermost positions
of the characters of a city-name and it does not require the
different reference lines, the detection of which is not easy
for a handwritten city-name because of writing styles of dif-
ferent individuals. Because of this advantage we use this
separability measure in our scheme.

6.5 Confidence Value Computation

Depending on the optimal likelihood and separability mea-
sure we compute the confidence value (CV ) of an input city-
name and the confidence value is defined by

CV =
L∗

n
+ α × PS

Here n is the number of characters in the input city-name,
L∗ is the optimal total likelihood obtained from Eq. (3)
of Sect. 6.1, PS is the separability measure obtained from
Sect. 6.4, and α is a constant used as coefficient of separabil-
ity measure PS . The value of α is considered as 30 from the
experiment using the test samples of all 8625 city-names.
To decide the value of α we computed word recognition ac-
curacy using different values of α between 0 and 50 with an
increment 10. We noted that maximum recognition rate was
obtained when α = 30 and hence we considered α as 30.

For an input city-name we compute the CV for the lex-
icon words having length within the upper and lower bound
of the length of the input city-name. So if there are N such
lexicon words, we get N confidence values for an input city-
name. The lexicon city-name from which we get highest
confidence value for an input city-name, we recognize the
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input city-name as that lexicon city-name. To obtain a lex-
icon string, each character of Bangla has been given a code
(ID) and that coding scheme is discussed in [22]. Using this
character codes lexicon string is generated.

We used a rejection scheme in our experiment and the
rejection was done based on the following criteria (i) op-
timal likelihood value of the best recognized city-name is
lower than T1, and (ii) difference of the optimal likeli-
hood values of the best and the second-best recognized city-
names is less than T2. If for an input sample, any one of the
above criteria is true then the sample was rejected. Values of
the parameters T1 and T2 used in our experiment are given
later.

7. Experimental Results and Discussion

For the experiment of our city-name recognition scheme we
collected 8625 handwritten samples of 84 Indian city-names
written in Bangla script. We collected postal data from zonal
post office of Kolkata city and city-names having higher fre-
quency of occurrence in these collected data were consid-
ered here for the experiment. Number of samples of each
city-name was at least 100. These data were collected from
the images of handwritten address block of Indian postal
documents as well as from some individuals of different pro-
fessionals like students, researchers, businessmen etc. The
images were scanned at 300 DPI and stored in tagged image
file (TIF) format.

We have used 5-fold cross validation scheme for recog-
nition result computation. Here database was divided into
5 subsets and testing was done on each subset using other
four subsets for training. The recognition rates for all the
test subsets were averaged to calculate recognition accu-
racy. Note that for training we manually segmented the city-
names into characters.

For recognition result computation we used different
measures and they are defined as follows:

Recognition rate =
NC ∗ 100

NT

Error rate =
NE ∗ 100

NT

Reject rate =
NR ∗ 100

NT

Reliability =
NC ∗ 100
NE + NC

Where NC is the number of correctly classified city-names,
NE is the number of misclassified city-names, NR is the
number of rejected city-names and NT is the total number of
city-names tested by the classifier. Here NT = NC+NE+NR.

7.1 Global Recognition Results

From the experiment we noted that the city-name recogni-
tion accuracy of the proposed scheme was 94.08%, when
no rejection was considered. Also, from the experiment we

Table 1 City-name recognition results based on different top choices.

noted that 96.74% (97.55%) accuracy was obtained when
first two (three) top choices of the recognition results were
considered. Details results with different choices are shown
in Table 1. From the Table 1 it can be noted that recog-
nition accuracy increases 2.66% when we considered two
top choices instead of one top choice. From the Table it
can also be noted that recognition accuracy increases only
0.26% when we considered five top choices instead of four
top choices. We analyzed the results and noted that in-
crement of 2.66% accuracy, when we considered two top
choices instead of one top choice, was mainly due to the
presence of some similar shape characters that make two
city-names similar in shape.

7.2 Rejection versus Error Rate Computation

From the experiment we also computed city-name recog-
nition results with different rejection rates. We noted that
98.01% reliability with 1.82% error was obtained when
8.43% rejection was considered in the proposed system.
99.90% reliability with 0.07% error was obtained from the
system when 31.66% data were rejected. City-name recog-
nition reliability with different rejection rates is given in Ta-
ble 2. To get the idea of the value of the parameters T1

and T2 used in our experiment, we have provided their val-
ues in the Table. The values of T1 and T2 that minimize the
rejection rate for a given reliability are chosen here.

7.3 Recognition Accuracy versus Lexicon Sizes

To get idea about the results on different lexicon size, we
also computed accuracies of our scheme based on differ-
ent lexicon sizes. To get larger lexicon size, we added an-
other 116 city-names in our lexicon. We consider lexicon of
sizes 10, 20, 50, 100, 150 and 200 city-names. City-names
for lexicon size 10 were chosen by considering 20th, 40th,
60th . . . city-names from the full city-name lexicon of size
200. Similarly, the city-names for lexicon size 20 were cho-
sen by considering 10th, 20th, 30th, 40th . . . . city-names
from the full city-name lexicon of size 200. From our ex-
periment we got 98.27%, 97.53%, 95.41%, 93.75%, 93.09%
and 92.38% accuracy when we considered lexicon of sizes
10, 20, 50, 100, 150 and 200 city-names, respectively. Also
we have computed accuracy of five top choices on different
lexicon size and their details results are given in Table 3.
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Table 2 Error and reliability results of the proposed system with respect to different rejection rates.

Table 3 Accuracy on different lexicon size.

Fig. 13 Examples of some misrecognized city-names due to under seg-
mentation.

7.4 Error Analysis

From the experiment we noted that some errors occurred
when the set of character pre-segmentation points obtained
from our pre-segmentation module did not contain actual
character segmentation points. Some examples of such
erroneous city-names with their segmentation are shown
in Fig. 13. Another reason of mis-recognition was the
shape similarity of some of the city-names. Examples of
some similar-shaped city-names are shown in Fig. 14. In
Fig. 14 (a), there are two different city-names and the first
three characters of these two city-names are different. Al-
though first three characters of these two city-names are
different, these two city-names show similar shape behav-
ior because of the writing style of the individuals. Because

(a) (b)

Fig. 14 Examples of some misrecognized city-names due to similar
shapes structures.

of such shape similarity some errors occurred in our pro-
posed scheme. Similarly, in Fig. 14 (b) two city-name im-
ages are shown but they are very similar in shape although
their grapheme structure is different.

From the experiment we noticed that one of the main
reasons for not getting better recognition rates was the com-
plex structure of some of the city-names due to presence of
compound characters in Bangla script. In English there is
no compound character and number of characters is only 52
(26 upper-case and 26 lower-case). In Bangla there are more
than 280 character shapes. Thus, recognition task of Bangla
handwritten city-name is more difficult than that of English.

From the experiment we also noticed that much higher
result was obtained when city-names written only by ba-
sic characters were considered. We obtained 96.44% accu-
racy (with 0.00% rejection) by our proposed scheme when
it was tested on the city-names written in basic characters
only (note that we considered 84 city-names and out of
these 84 city-names 39 city-names were written only by
basic characters). Also we noticed that 98.16%, 98.81%,
99.11%, 99.35% accuracy obtained from the city-names
written in basic characters when we considered top 2, 3, 4
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Table 4 Error and reliability results of the proposed system with respect to different rejection rates
on the city-names written in basic characters only.

Table 5 Main confusion pair of Bangla city-names.

and 5 choices, respectively.
From the experiment of the city-names written in basic

characters we also computed city-name recognition results
with different rejection rates. We noted that 98.04% relia-
bility was obtained when 3.38% rejection was considered in
the proposed system. We obtained 100% reliability when
rejection rate was 24.66%. Details results are shown in Ta-
ble 4.

7.5 Confusing City-Name Pair Computation

We also noticed the main confusing pairs of Bangla city-
names and their error rates are shown in Table 5. In Table 5
we provide confusion rate when it is calculated from the
samples of only two confusing city-name classes (two-class)
as well as when it is calculated from the samples of all the
city-name classes (overall-class). The city-names

and confused maximum between them and their con-
fusion rates were 11.20% (two-class) and 0.26% (overall-
class). The next most confusing pair was and

, and they confused 4.90% cases between them.
From the experiments we noticed that mainly similar shaped
city-names confused by the system at higher rate.

7.6 Results on Poor/Noisy Image

Since we use statistical classifier and our feature detection
technique is not very sensitive to noise, our scheme shows

Fig. 15 Examples of some poor samples of the city-names.

correct results even if the samples are poor in quality. To get
an idea of such samples, some images where we got correct
results from our system are shown in Fig. 15.

7.7 Recognition Accuracy on Different Word Length

To get the idea about the recognition rates on different val-
ues of upper bound (Ub) and lower bound (Lb) of the esti-
mated length of an input city-name, we computed recogni-
tion accuracy for different values of N and the results are
shown in Table 6. Here N is the estimated length of the in-
put city-name and this length is nothing but the number of
zone (length estimation is discussed in Sect. 6.3). To have
the idea about recognition time of the system for different
values of upper bound (Ub) and lower bound (Lb), we also
provided here the computation time required in our system.
Different computation times are shown within the bracket of
Table 6. We used AMD Athlon MP2800+ with 2.133 GHz
computer for our experiment.
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Table 6 Recognition results obtained for different values of Ub and Lb. Computation time per city-
name (in mili-seconds) required for the respective Ub and Lb values is mentioned in the bracket.

7.8 Comparison of Results

Although there are few research works on isolated Bangla
character recognition, to the best of our knowledge there
are not many studies on Bangla city-name recognition.
Mashiyat et al. [27] proposed a conventional method where
Bangla words are, at first, segmented into characters
and then segmented characters are recognized. They re-
ported 90% character recognition accuracy from their pro-
posed method. Previously we published an NSHP-HMM
(Non-Symmetric Half Plane-Hidden Markov Model) based
method [19] where we obtained 86.44% accuracy on 76 city-
names. From this current method we obtained 94.08% ac-
curacy from 84 city-names and this results is 7.64% bet-
ter than the results of the NSHP-HMM method. Note
that all 76-city-names used for NSHP-HMM method are
included with these 84 city-names. Recently, Bhowmik
et al. [28] proposed an HMM based method for Bangla city-
name recognition and they obtained 79.12% accuracy from
119 city-names. To get the idea about city-name recogni-
tion results on English city-name (on USPS data) Kimura
et al. [23] obtained 95.46% accuracy when lexicon size is
100 where as for Bangla city-name we obtained 93.75% ac-
curacy when lexicon size is 100 (see Table 3). Recently, in
Arabic city-name recognition competition, 87.22% highest
accuracy is reported and this result is obtained from Arabic
city-name data of lexicon size 937 [5]. Thus, the results
we obtained for Bangla city-name recognition is comparable
with others.

To show the goodness of the proposed water reservoir
based pre-segmentation method, we perform some exper-
iments. In [2] a contour based pre-segmentation method
is discussed. Here pre-segmentation points are detected at
the valley points of the upper contour of a city-name. Ap-
plying the same pre-segmentation method proposed in [2]
in our system we obtained 82.56% recognition accuracy on
our Bangla city-name data. Considering pre-segmentation
points as the valley points of the lower contour of a city-
name in our system we obtained 91.07% recognition accu-
racy on the same Bangla city-name data. Whereas using
our water reservoir based pre-segmentation algorithm we

obtained 94.08% accuracy on the same Bangla dataset.

8. Conclusion

In this paper a lexicon-driven segmentation-recognition
scheme on Bangla handwritten city-name recognition is pro-
posed for Indian postal automation. India is a multi-lingual
and multi-script country with more than 19 official lan-
guages, and 11 scripts are used for these languages. Al-
though there are some research works on isolated handwrit-
ten character recognition, not much work is done towards
Indian city-name recognition. From the experiment of our
system we obtained encouraging results on the city-name of
Bangla, which has many complex shaped characters com-
pared to English. We hope this work will be helpful to the
researcher for the future research of other Indian languages.
As India is a multi-lingual and multi-script country, a city-
name may be written in two or more languages. So it is
necessary to develop a multi-script city-name recognition
scheme for such country and in future we plan to extend
this work for this purpose.
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