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Abstract

Automatic text classification (ATC) is the task to automatically assign one or more appropriate

categories for a document according to its content or topic. Traditionally, text classification is car-

ried out by human experts as it requires a certain level of vocabulary recognition and knowledge

processing. With the rapid explosion of texts in digital form and growth of online information,

text classification has become an important research area owing to the need to automatically

handle and organize text collections.

The applications of this technology are manifold, including automatic indexing for informa-

tion retrieval systems, document organization, text filtering, spam filtering, and even hierarchical

categorization of web pages.

Many standard machine learning techniques have been applied to automated text classification

problems, and K Nearest Neighbor system (kNN) and Support Vector Machines (SVM) have

been reported as the top performing methods for English text classification. Unfortunately, per-

fect precision cannot be reached in Chinese text classification and the inherent errors caused by

word segmentation always remain as a problem.

The purpose of this research is to evaluate the effectiveness of feature extraction, feature trans-

formation and dimension reduction techniques, and to improve the accuracy of Chinese text

classification using various techniques.

In this paper, we perform Chinese text classification using N -gram (uni-gram, bi-gram and

mixed uni-gram/bi-gram) frequency feature instead of word frequency feature to represent doc-

uments and propose the use of mixed uni-gram/bi-gram after feature transformation. We further

propose a serial approach based on feature transformation and dimension reduction techniques

to improve the performance. Then we compare the results of three different types of SVM kernel

functions. Experimental results show that our proposed approach is efficient and effective for

improving the performance of Chinese text classification.

Furthermore, we propose a novel feature selection method based on part-of-speech analysis.

According to the components of Chinese texts, we utilize the words’ part-of-speech (POS) at-
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tributes to filter lots of meaningless features. The results show that suitable combination of

part-of-speech can lead to better classification performance.
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Chapter 1

Introduction

1.1 Background

Automatic text classification (ATC) is the task to automatically assign one or more appropriate

categories for a document according to its content or topic [1]. Traditionally, text classifica-

tion is carried out by human experts as it requires a certain level of vocabulary recognition and

knowledge processing. With the rapid explosion of texts in digital form and growth of online

information, text classification has become an important research area owing to the need to auto-

matically handle and organize text collections.

The applications of this technology are manifold, including automatic indexing for informa-

tion retrieval systems, document organization, text filtering, spam filtering, and even hierarchical

categorization of web pages.

Many standard machine learning techniques have been applied to automated text classification

problems, and K Nearest Neighbor system (kNN) and Support Vector Machines (SVM) have

been reported as the top performing methods for English text classification [2]. Unfortunately,

perfect precision cannot be reached in Chinese text classification and the inherent errors caused

by word segmentation always remain as a problem.

1.2 Objective of Research

The purpose of this research is to evaluate the effectiveness of feature extraction, feature trans-

formation and dimension reduction techniques, and to improve the accuracy of Chinese text

classification using various techniques.

In this paper, we perform Chinese text classification using N -gram frequency feature instead of

word frequency feature to represent documents on TanCorpV1.0 [3] which is a new large corpus
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special for Chinese text classification. We explain the impact of the different assumptions on N -

gram (uni-gram and bi-gram) frequency feature and propose to use the combination of different

N -gram (mixed uni-gram/bi-gram) to battle with artificial assumption. We further propose to

conduct the combination of uni-gram and bi-gram after feature transformation. Experimental

results show that our proposed approach can best represent Chinese documents compared with

others.

The limitation of using absolute frequency as the feature vector is dependency on text length

which usually leads into lower performance. We experimentally evaluate the effectiveness of

proposed approach based on feature transformation techniques including normalizing absolute

frequency to relative frequency and power transformation. The results show a significant im-

provement in performance.

N -gram extraction on a large corpus will yield a large number of possible N -grams. In the

experiments, the original dimensionality of bi-gram frequency feature is 212,819. Such a high

dimensionality of the feature space may be problematic in terms of computational time and stor-

age resources. Experiments prove that Principal Component Analysis (PCA) is an efficient and

effective way to reduce the dimensionality.

Then we compare the results of three different types of SVM kernel functions: Linear-SVM,

Poly-SVM and RBF-SVM. The results show that RBF-SVM produces the highest performance.

Furthermore, we propose a novel feature selection method based on part-of-speech analysis.

According to the components of Chinese texts, we utilize the words’ part-of-speech (POS) at-

tributes to filter lots of meaningless features. The results show that suitable combination of

part-of-speech can lead to better classification performance.

The rest of the thesis is organized as follows: In Chapter 2 we describe the proposed method

and methodologies used. Chapter 3 describes Part-of-Speech Analysis. The experiments are

described and the results and analysis are presented in Chapter 4. Finally, we conclude in Chapter

5 and point out some future directions.
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Chapter 2

The Proposed Method

Fig.2.1 shows the general steps for automatic text classification based on the proposed ap-

proach. The first step for a Chinese processing system is to represent documents with N -gram

frequency feature. Then the feature vector was generated. After that, it is passed on to the feature

transformation and dimension reduction phases where various feature vectors were generated and

the dimensionality of the data was reduced. These two phases significantly influence the result

of the classification. Finally, the classifier evaluates the incoming information and makes a final

decision. In the following sections, we introduce our approach in more detail.

 

Fig. 2.1: General steps for automatic text classification based on the proposed approach
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1.  

2.  

 
Fig. 2.2: Examples of Chinese documents

 

1.              

2.                

 

Fig. 2.3: Examples of uni-gram sequences

2.1 N -gram Frequency Feature Representation

Unlike English and other western languages, there is no natural delimiter between Chinese

words and even no uniform smallest semantic units. This means that the word segmentation is

necessary before any other preprocessing and the use of a dictionary is required. The inherent

errors caused by word segmentation always remain as a problem.

In this paper, we use a method independent of languages which represents documents with

character N -grams [4]. The notion of character N -grams has been in use for many years mainly

in the field of speech processing. Fairly recently, this notion has attracted even more interest in

other fields of natural language processing, as illustrated by the works of Greffenstette [5] on

language identification and that of Damashek [6] on the processing of written text. Amongst

other things, these researchers have shown that the use of character N -grams instead of words as

the basic unit of information does not lead to information loss.

A character N -gram is a sequence of N consecutive characters. Sequences of one character

(N=1) are called uni-gram or mono-gram (1-gram). Sequences of two characters (N=2) are

called bi-gram (2-gram). Fig.2.2 shows two examples of Chinese documents. Fig.2.3 and Fig.2.4

show the results of uni-gram and bi-gram sequences.

The use of N -gram frequency feature instead of word frequency feature in text classification

tasks offers several advantages. One of them is that by using N -grams, we do not need to perform

word segmentation. In addition, no dictionary or language specific techniques are needed and N -

grams are also language independent.
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1.       

2.        

 

Fig. 2.4: Examples of bi-gram sequences

When we establish N -gram frequency feature, we artificially introduce an assumption over

the relationship among adjacent words. Uni-gram is based upon the assumption that all words

appear in the corpus independently. Bi-gram assumes that only contiguous words correlate with

each other. In this sense, single N -gram frequency feature could model the language phenomena

with some compromise. To make full use of the power of different N -gram frequency features,

we propose to combine uni-gram and bi-gram to represent documents which called mixed uni-

gram/bi-gram (1+2-gram).

Obviously, one way is to combine uni-gram and bi-gram frequency feature before any other

processing. Since uni-gram and bi-gram are two relatively independent methods, we further

propose to conduct the combination of uni-gram and bi-gram after feature transformation (nor-

malization to relative frequency and power transformation). Fig.2.5 and Fig.2.6 show the two

different combinations of uni-gram and bi-gram.

In the experiments, the following four methods were used to compare N -gram frequency fea-

ture representation.

Method 1 (1-gram): Use uni-gram frequency feature to represent documents.

Method 2 (2-gram): Use bi-gram frequency feature to represent documents.

Method 3 (1+2-gram-before FT): Use mixed uni-gram/bi-gram frequency feature to rep-

resent documents and the combination of uni-gram and bi-gram was performed before feature

transformation (FT).

Method 4 (1+2-gram-after FT): Same as Method 3 except the combination of uni-gram and

bi-gram was performed after feature transformation.

2.2 Feature Vector Generation

In order for a machine learning system to recognize a document there should be a way of

representing it. This is usually done by the use of feature vectors. First a lexicon including all

different features (N -grams) in training data was generated. Then the feature vector represents

the frequency of the N -grams in a document. The form of the feature vector X can be denoted
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Figure 2. Combine uni-gram and bi-gram frequency feature 
Fig. 2.5: Combination of uni-gram and bi-gram frequency feature before feature transformation

  

Fig. 2.6: Combination of uni-gram and bi-gram frequency feature after feature transformation

as:

X = [x1 x2 ... xn]T (2.1)

where n is the number of N -grams in the lexicon (lexicon size), xi is the frequency value of ith

N -gram and T refers to the transpose of a vector. And the feature vector represents the frequency

of specific N -grams in the document. The dimensionality of the feature vector is determined by

the lexicon size.

Assume that the two documents of uni-gram sequences in Fig.2.3 represent a text collection.

The lexicon (word list) including all different N -grams was generated as shown in Fig.2.7.

Fig.2.8 shows the feature vector (absolute frequency) obtained for each document from the
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{           } 

 

Fig. 2.7: Word list

1.   !  "   "   "   "   "   "   "   #   #   # $ %
 

2.   !  #   "   #   #   &   &   #   "   "   " $ % 

 Fig. 2.8: Absolute Frequency (AF)

word list.

2.3 Feature Transformation Techniques

2.3.1 Normalization to Relative Frequency

The feature vector generated by above process is composed of the absolute frequencies (AF).

In practice, textual data vary in content and length. The drawback of the AF is dependency on text

length which usually leads into lower performance. This is because text length may differ within

the same class of documents consequently more complexity of learning. In order to normalize

the lengths of documents, absolute frequency is transformation to relative frequency (RF):

yi =
xi∑n

j=1 xj
(2.2)

where xi is the absolute frequency of feature i and n is the lexicon size. Fig.2.9 shows the results

after transformed to relative frequency.

2.3.2 Power Transformation

The distribution of absolute/relative frequencies are generally skewed. Therefore in our ap-

proach power transformation [7] is applied to improve the symmetry of the distribution:

zi = xv
i (0 < v < 1) (2.3)

This transformation generates Gaussian-like sample distribution. When power transformation



2.4 Dimension Reduction 8 

1.   '  "(    "
(    "

(    "
(    "

(    "
(    "

(    #   #   # )
 %

 

2.   '  #  "
*    #   #  "

+    "
+    #   "

*    "
*    "

* )
 %

 

 
Fig. 2.9: Relative Frequency (RF)
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Fig. 2.10: Absolute Frequency with Power Transformation(AFPT)

is applied to the relative frequency with v = 0.5, the length of transformed vector is normalized

to 1 which leads to higher classification performance [8]. Therefore in the experiments, v is set

to 0.5.

Fig.2.10 shows the results when power transformation was applied to absolute frequency which

called absolute frequency with power transformation (AFPT) and Fig.2.11 shows the results when

power transformation was applied to relative frequency which called relative frequency with

power transformation (RFPT).

2.4 Dimension Reduction

In ATC, high dimensionality problem arises because of the increase in the number of features

to be used. The high dimensionality of the feature space may be problematic in terms of compu-

tational time and storage resources. In order to solve this problem, the dimensionality is required
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Fig. 2.11: Relative Frequency with Power Transformation(RFPT)
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Table. 2.1: The original and reduced dimensionality for N -gram frequency feature representation

Original Dimensionality Reduced Dimensionality

1-gram 4,608 2,154

2-gram 212,819 5,777

1+2-gram 217,190 7,932

to be reduced without deterioration of the performance.

2.4.1 Dimension Reduction by Feature Selection

N -gram extraction on a large corpus will yield a large number of possible N -grams. In the

experiments, the original dimensionality of bi-gram frequency feature is 212,819. In fact, only

some of them will have significant frequency values in vectors representing the documents and

good discriminating power.

Therefore, before generating feature vectors, some characters were removed with reference to a

stop list prepared in advance to reduce the features. In this work, a stop list of 243 characters was

used to remove useless characters, including numbers, letters, interpunctions and other symbols.

Even when a stop list was used, a lot of features still remained. Yang and Pedersen [9] have

shown that it is possible to reduce the dimensionality by a factor of 10 with no loss in effectiveness

and a reduction by a factor of 100 bringing about just a small loss. Hence in the experiments,

features with frequency value of 25 or less in all training data were removed to reduce the high

dimensionality. Table.2.1 summarized the original dimensionality and reduced dimensionality

for N -gram frequency feature representation.

2.4.2 Dimension Reduction by PCA

Principal Component Analysis (PCA) was applied to further reduce the high dimensionality.

PCA involves a mathematical procedure that transforms a number of possibly correlated variables

into a smaller number of uncorrelated variables called principal components. The first principal

component accounts for as much of the variability in the data as possible, and each succeeding

component accounts for as much of the remaining variability as possible.

PCA can be done in the following several steps: From the set of training documents χ =

{X1, X2, · · · , XN} the total covariance matrix Σ of the training sample is computed using the
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expressions:

Σ =
1
N

∑

X∈χ

(X −M)(X −M)T (2.4)

M =
1
N

∑

X∈χ

X (2.5)

where M is the mean feature vector of the training sample.

The corresponding eigenvalues λi and eigenvectors Φi of total cvariance matrix of the training

sample were obtained by the definition:

ΣΦi = λiΦi, (i = 1, 2, . . . , n) (2.6)

provided that eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn.

Using eigenvectors corresponding to m(m ≤ n) largest eigenvalues, principal components zi

are defined by the linear transformation:

zi = Φi
T X, (i = 1, 2, · · · ,m) (2.7)

The reduced dimension of feature vectors X was obtained from m principal components se-

lected to compose m-dimension of feature vector.

2.5 Classification

Support Vector Machines (SVM) is a relatively new statistical learning technique first invented

by Vladimir Vapnik [10]. It can be seen as a new method for training classifiers based on poly-

nomial functions, radial basis functions, or other functions.

Fig.2.12 illustrates the margin and optimal hyperplane for an SVM trained with samples from

two classes. SVM tries to separate a given set of binary labeled training vectors with an opti-

mal hyperplane. The optimum is reached for hyperplane that maximizes the separating margin

between the two classes of the training vectors having relatively small number of support vectors.

In the experiments, we used SV M light package [11]. We adopted three different types of SVM

kernel functions: Linear Kernel (Linear-SVM), Polynomial Kernel (Poly-SVM) and Radial Basis

Function (RBF-SVM).
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Fig. 2.12: The margin and optimal hyperplane for an SVM trained with samples from two classes

2.6 Evaluation

For evaluation, we adopt the most commonly used performance measures introduced by Van

Rijsbergen [12], including recall (R), precision (P ), and F -measure (F ). These measures are

regarded as the standard evaluation methods for classification systems in automatic text classifi-

cation. The formulae for recall and precision are given below:

R =
TP

TP + FN
(2.8)

P =
TP

TP + FP
(2.9)

The terms used to express recall and precision for category wi are given in the following

contingency table.
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Table. 2.2: Contingency table for category wi

Category Expert Judgments

wi Yes No

Classifier Yes TP FP

Judgments No FN TN

where TP , TN , FN and FP are the number of true positives, true negatives, false negatives

and false positives, respectively.

It is a normal practice to combine recall and precision in some way so that classifiers can be

compared in terms of a single rating. F -measure is defined as:

F =
2RP

R + P
(2.10)

For ease of comparison, we summarize the F -measure over the different categories using the

Micro-averaged F -measure and Macro-averaged F -measure. The micro-averaged performance

is viewed as a per-document average since it gives equal weight to every document. The macro-

averaged performance is considered per-category average because it gives equal weight to every

category. Using these averages, we can observe the effect of different kinds of data on a text

classification system.
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Chapter 3

Part-of-Speech Analysis

In this chapter we proposed the use of linguistic information in the pre-processing phase of

Chinese text classification. We present several experiments evaluating the selection of features

based on part-of-speech analysis.

According the components of Chinese texts, we utilize the words’ part-of-speech (POS) at-

tributes to filter lots of meaningless words.

In this research, we focus on the feature selection process and we aim to explore the effects

of different POS on Chinese text classification effectiveness. In feature selection, we explore

the use of nouns, verbs, adjectives, adverbs and pronouns to see whether the different POS do

actually make a difference in classification effectiveness. We then choose the best POS feature

set and employed a feature selection approach.

Therefore, here we make an analysis of different POS and perform a set of experiments to find

out suitable combination of POS which can lead to better classification performance.

3.1 Part-of-Speech Tagging

In order to conduct part-of-speech (POS) analysis, lexical analysis system is required. We used

a software called 3GWS-Demo (the demo version of the 3rd Generation Word Segmenter) to per-

form word segmentation and POS tagging. It was developed by Fajava Intelligence Technology

(Beijing) Ltd. The main functions are including Chinese word segmentation, POS tagging and

user dictionary. The POS tagger incorporated in the software is reported to have more than 94%

accuracy for Chinese texts. The POS standard used in the corpus is defined by the Institute of

Computing Technology Chinese Academy of Sciences which called ICTPOS (Institute of Com-

puting Technology, part-of-speech set). ICTPOS contains totally 99 POS tags (including 22 big

tags, 66 small tags and 11 sub-tags). Fig.3.1 shows an original Chinese document and Fig.3.2
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2 21

“ ” Virgin Atlantic GlobalFlyer

 

Fig. 3.1: Example of Chinese document

/p /ns /n /t /t /v /wd /c /n

/v /wd /nrf /d /v /p /rz /qt /ude1 /rz

/n /wd /v
�

/wyz /nz /nsf /n /vn /k
�

/wyy

/n /wkz /x /x /x /wky /n /v

/rz /vi /uzhi /ng /wd /v /v /n /f /m

/q /d /v /n /v /v /vi /n /vi

/ude1 /n /wj 

 
Fig. 3.2: Example of word segmentation and POS tagging by 3GWS-Demo

shows the output of the word segmentation and POS tagging for this document.

3.2 Combination of Suitable Part-of-Speech

From all possible tags, we just considered five big POS tags: nouns, verbs, adjectives, adverbs

and pronouns. We tested the dimensionality of these five POS and all POS. In the experiments,

features with frequency value of 5 or less in all training data were removed. Table.3.1 summarized

the original dimensionality and reduced dimensionality.

We followed two steps in choosing suitable POS combination. Firstly we found out which POS

contribute more in classification performance. In this step we removed one group of POS and

then evaluate the classification performance to find out the hierrachy of the POS in describing a

category’s content.

For simplicity let us assume that there are two sets of feature vectors: the feature set generated

using only nouns and the feature set generated using only verbs.
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Table. 3.1: The original and reduced dimensionality

Original Dimensionality Reduced Dimensionality

Nouns 19,478 5,111

Verbs 10,203 3,488

Adjectives 2,196 827

Adverbs 980 494

Pronouns 269 167

Five POS 32,094 9,819

All POS 39,842 11,330

We denote nouns with a superscript u and verbs with a superscript v in equations (3.1) to (3.5).

Consequently, we can define the feature vectors as:

x(u) =
[
x

(u)
1 x

(u)
2 . . . x(u)

n1

]T

(3.1)

for the noun features.

The verb features can be expressed as:

x(v) =
[
x

(v)
1 x

(v)
2 · · · x(v)

n2

]T

(3.2)

Let us denote the original feature set as A and the remaining feature vectors after excluding

nouns can be defined as:

R = A ª x(u) (3.3)

Equation (3.3) can be used in excluding other POS such as verbs, adjectives, adverbs and

pronouns.

Secondly, the POS which describe the category more, are combined and their effect in classi-

fication is observed.

The combination of noun and verb feature vectors can be defined as:

Q = x(u) ⊕ x(v) (3.4)

=
[
x

(u)
1 . . . x(u)

n1
, x

(v)
1 . . . x(v)

n2

]T

(3.5)
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Equation (3.5) can be also used to combine other POS such as adjectives, adverbs and pro-

nouns.
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Chapter 4

Experiments and Results

4.1 Data for Experiments

Experimental data were obtained from a Chinese corpus called TanCorpV1.0 [3] which is a

new large corpus special for Chinese text classification. It is collected and processed by Songbo

Tan. The corpus is categorized in two hierarchies. The first hierarchy contains 12 big categories

(art, car, career, computer, economy, education, entertainment, medical, property, region, sci-

ence and sport) and the second hierarchy consists of 60 subclasses. It is totally composed of

14,150 texts. This corpus can serve as three categorization datasets: one hierarchical dataset

(TanCorpHier) and two flat dataset (TanCorp-12 and TanCorp-60). In our experiments, we use

TanCorpHier.

In the experiments, 150 texts were selected randomly from the corpus for each big category,

and totally 1800 texts were used. The ratio of training data to test data is set as 2:1. In order

to retain the independence of the data used and to promote the validity of the results, 150 texts

of each category were divided into three groups of 50 each. For each time, one of the groups

was used as test data, and the remaining two groups were used as training data. And the average

values are considered as the final result.

4.2 Performance Evaluation of the Proposed Method

4.2.1 The Effect of Feature Transformation and Principal Component
Analysis Techniques

Experiments were performed to compare the results using different feature vectors: absolute

frequency (AF), relative frequency (RF), absolute frequency with power transformation (AFPT)
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Fig. 4.1: Micro-averaged F -measure vs. Dimensionality for bi-gram with linear kernel

Table. 4.1: The best Micro-averaged F -measure for bi-gram with linear kernel in %

AF RF AFPT RFPT

Micro-averaged F -measure 79.87 85.05 83.96 86.62

and relative frequency with power transformation (RFPT).

Fig.4.1 shows the relationship between the dimensionality and the Micro-averaged F -measure

for bi-gram with linear kernel. Table.4.1 shows the best performance achieved by various feature

vectors.

The performance was significantly improved by employing relative frequency instead of ab-

solute frequency. The best Micro-averaged F -measure was improved from 79.87% to 85.05%.

Power transformation technique further improved the performance, from 79.87% to 83.96% for

absolute frequency and from 85.05% to 86.62% for relative frequency. The relative frequency

with power transformation (RFPT) gives the best performances throughout all dimensionality.

As shown in Fig.4.1, for both AF and AFPT, the best performance was achieved at lower di-

mensionality (200 dimensionality) and after that the performance decreased slightly. For RF and
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Fig. 4.2: Micro-averaged F -measure vs. Dimensionality for different N -gram frequency
feature representation methods of RFPT with linear kernel

RFPT, the performance increased before 1000 dimensionality and then became stable. For all

kinds of feature vectors, there is nearly no performance improvement after 1100 dimensional-

ity. Principal Component Analysis (PCA) improves the efficiency of the text classification by

reducing the dimensionality.

4.2.2 Comparing N -gram Frequency Feature Representation

Fig.4.2 shows the relationship between the dimensionality and the Micro-averaged F -measure

for different N -gram frequency feature representation methods of RFPT with linear kernel.

Fig.4.3 and Fig.4.4 show the best performance comparison of RFPT in Micro-averaged and

Macro-averaged F -measure respectively. The result shows that throughout all dimensionality,

1-gram has the worst results. It also indicates that both 2-gram and 1+2-gram can well represent

Chinese documents, and 1+2-gram-after FT produce the highest effectiveness. The best Micro-

averaged F -measure (88.63%) and Macro-averaged F -measure (89.27%) were both achieved by

1+2-gram-after FT.
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Fig. 4.3: The best Micro-averaged F -measure of RFPT

4.2.3 Comparison of SVM Kernel Functions

Fig.4.3 and Fig.4.4 also show the best performance comparison of three types of SVM kernels

in Micro-averaged and Macro-averaged F -measure respectively.

Either for Micro-averaged or Macro-averaged F -measure, the tendency of the results of Linear,

Poly, and RBF kernels is similar. RBF kernel exhibits the best F -measure for each N -gram

frequency feature representation method. We can obtain the order of performance of different

SVM kernels as follows:

RBF-SVM > Poly-SVM > Linear-SVM
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Fig. 4.4: The best Macro-averaged F -measure of RFPT

4.3 The Results of Part-of-Speech Analysis

Two sets of experiments based on part-of-speech (POS) analysis were carried out. The first

set of experiment was performed to find out which POS contributes most to higher performance.

The second set of experiment was performed to find out suitable combination of POS which can

lead to better classification performance.

4.3.1 The Results of Excluding One Part-of-Speech

Fig.4.5 shows the best Micro-averaged F -measure comparison of three types of SVM kernels

of RFPT after excluding one POS.

We can see that when nouns were removed, the results were lower than 79% which achieved the

lowest classification performance compared with other POS. This means that nouns are the most

important features to represent Chinese documents and contribute most to higher performance.

When verbs were removed, the classification performance was only decreased from 87.19%
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Fig. 4.5: The best Micro-averaged F -measure after excluding one POS

to 85.69% for RBF kernel which means that verbs contribute less in representing Chinese docu-

ments. This is because although most of the verbs are relevant to the category, it can also be used

in many other categories. This is due to the nature of verbs, where it is used to describe an action.

When adjectives were removed, there is no performance decrease but rather an improvement.

In other words, adjectives decrease the ability of features to discriminate one category from

another. The same case was observed when adverbs or pronouns were removed in the text classi-

fication task. In fact, adjectives are commonly used to modify a noun or pronoun, while adverbs

are used to modify a verb, an adjective, another adverb or a whole sentence. These can be found

throughout the dataset, across all categories. This explains the increased classification results

obtained when the adjectives or adverbs were removed in the text classification task.

4.3.2 The Results of Suitable Combination of Part-of-Speech

Fig.4.6 shows the best Micro-averaged F -measure comparison of three types of SVM kernels

of RFPT for different combinations of POS.
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Fig. 4.6: The best Micro-averaged F -measure for different combinations of POS

From the first set of experiments, we found that nouns contribute most to higher performance.

Fig.4.6 shows that the performance of using only nouns as features is 86.45% for RBF kernel

which is only slightly lower than the use of all POS. One advantage of using only nouns as

features is that it has a much smaller dimensionality as compared to using all POS.

Then nouns were combined with verbs. The performance was improved from 86.45% to 87.6%

which is higher than that of all POS and also the best performance as compared to all the other

combinations of POS.

After combined adjectives with nouns and verbs, the performance was slightly decreased to

87.47%. When adverbs and pronouns were added, the performances were further reduced to

87.34% and 87.05%.
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Chapter 5

Conclusion

5.1 Conclusion

In this paper, we perform Chinese text classification using N -gram frequency feature represen-

tation. We propose to use the combination of uni-gram and bi-gram after feature transformation

(1+2-gram-after FT) which proved to be the most efficient method to represent Chinese doc-

uments. We further propose a serial approach based on feature transformation and dimension

reduction techniques to improve the performance of Chinese text classification. The experimen-

tal results show that normalizing absolute frequency to relative frequency followed by power

transformation (RFPT) significantly improved the performance. Principal Component Analysis

(PCA) effectively reduced the dimensionality without deterioration of the performance. Then

we propose the use of RBF-SVM as classifier which produced the highest performance. Fur-

thermore, we have explored the roles of the different POS (nouns, verbs, adjectives, adverbs

and pronouns) in feature selection and we found that nouns best describe a category’ contents.

And the combination of nouns and verbs as features is able to perform better than all the other

combination of POS, with a relatively much smaller feature set.

5.2 Future Work

Future work includes:

1. Conduct the experiment using TFIDF (term frequency by inverse document frequency).

2. Extensive experimental evaluation using more texts on more categories.

3. Evaluate the performance using other classifiers and compare the results.

4. Text classification of Chinese OCR output.
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AppendixA

A.1 Programs

Directory: /home/xserve0/users/luoxi/program/

∼/ngram program for generating N -gram features

∼/makeVec program for generating feature vector

∼/transFeature program for feature transformation

∼/dimension program for reducing feature dimension

∼/pca program for PCA

∼/svm program for SVM

∼/fmeasure program for calculating F -measure

∼/pos program for extracting feature set based on part-of-speech analysis

Please refer to README.txt in each folder for details.
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A.2 Experimental Data

Directory: /home/xserve0/users/luoxi/data/

∼/TanCorpV1.0 Chinese corpus: TanCorpV1.0

∼/ngram experimental data for N -gram

∼/pos experimental data for part-of-speech analysis

Please refer to README.txt in each folder for details.
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